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RESUMEN — ABSTRACT

RESUMEN

El disefio estratégico de las organizaciones en un entorno donde la complejidad aumenta constantemente,
como en los sistemas ciberfisicos tipicos de la Industria 4.0, es un proceso lleno de incertidumbres. Los lideres
se ven obligados a tomar decisiones que afectan a otras unidades organizativas sin tener la certeza de que
sus decisiones sean las correctas. Hasta la fecha, los algoritmos genéticos y redes bayesianas eran capaces de
calcular el estado de alineacién de los procesos industriales medido a través de ciertos indicadores clave de
rendimiento (KPI) para asegurar que los lideres de la Industria 4.0 toman decisiones alineadas con los obje-
tivos estratégicos de la organizacién. Sin embargo, el coste computacional de estos algoritmos aumenta expo-
nencialmente con el nimero de KPIs.

El objetivo principal de esta tesis es desarrollar algoritmos cudnticos que permitan realizar disefios estratégi-
cos de organizaciones industriales complejas en tiempo real y su implementacién prictica. Para ello hemos
demostrado que los circuitos cudnticos pueden mejorar los resultados de los algoritmos genéticos y redes
bayesianas a la hora de optimizar ciertos procesos industriales complejos. Hemos desarrollado algoritmos
que permiten resolver casos pricticos sencillos de cadenas de mando y dependencia en procesos industriales.
Como objetivo ultimo hemos implementado el desarrollo tedrico basado en principios cudnticos en un dis-
positivo que permite discernir en tiempo real la necesidad de modificar un proceso industrial por la presencia
de errores de produccidén y conseguir una interface intuitiva para las personas que lo utilicen.

La metodologia que hemos utilizado a lo largo de la investigacién parte del desarrollo de circuitos cudnti-
cos espejo de los procesos industriales que se pretenden disefiar de una manera dptima. Los datos que van a
permitir validar los algoritmos cudnticos se han obtenido de una serie de sensores instalados en varios equipos
industriales con los que ha sido posible disefiar diferentes casos de estudio. Para la integracién de las simula-
ciones cudnticas en los equipos industriales hemos utilizado sensores Radio Frequency Identification basados
en computacién de bajo coste en un Raspberry Piy para conseguir interfaces que puedan ser ficilmente inter-

pretables.
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ABSTRACT

The strategic design of organizations in an environment where complexity is constantly increasing, as in
the cyber-physical systems typical of Industry 4.0, is a process full of uncertainties. Leaders are forced to make
decisions that affect other organizational units without being certain that their decisions are the right ones.
To date, genetic algorithms and Bayesian networks were able to calculate the alignment status of industrial
processes measured through certain key performance indicators (KPIs) to ensure that Industry 4.0 leaders
make decisions aligned with the organization’s strategic objectives. However, the computational cost of these
algorithms increases exponentially with the number of KPIs.

The main objective of this thesis is to develop quantum algorithms that enable real-time strategic designs
of complex industrial organizations and their practical implementation. To this end, we have demonstrated
that quantum circuits can improve the results of genetic algorithms and Bayesian networks when optimizing
certain complex industrial processes. We have developed algorithms that allow solving simple practical cases
of chains of command and dependence in industrial processes. As a final objective we have implemented the
theoretical development based on quantum principles in a device that allows to discern in real time the need
to modify an industrial process due to the presence of production errors and to achieve an intuitive interface
for the people who use it.

The methodology we have used throughout the research is based on the development of quantum mirror
circuits of the industrial processes to be designed in an optimal way. The data that will allow validation of
the quantum algorithms have been obtained from a series of sensors installed in various industrial equipment
with which it has been possible to design different case studies. For the integration of quantum simulations in
industrial equipment we have used Radio Frequency Identification sensors based on low cost computing on a

Raspberry Pi and to achieve interfaces that can be easily interpreted.
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Introduction

1.1 MOTIVATION

THE MOST SIGNIFICANT ASPECT OF STRATEGIC PLANNING IN AN ORGANIZATION IS, ACCORDING TO
GRANT [3], THE STRATEGIC PROCESS: “a dialog through which knowledge is shared and consensus is achieved
and commitment towards action and results is built”. As shown in [4], consensus in organizations as legit-
imation of action towards certain strategic goals have attracted increasing levels of attention for legitimation
facilitates the access to necessary resources to achieve such goals. These consensus can and should occur in dif-
ferent organizational settings. To unify common efforts and hence support the strategic organizational goals,
it is during this dialogue that a sometimes delicate balance of forces is sought between the interests of different

organizational agents.

WE START BY DEFINING SOME PRELIMINARY CONCEPTS fundamental to the precise terminology use of the

content presented in the following chapters of this work:
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* Industry 4.0. Industry 4.0 has gained a lot of attention since it was first released [ 5], claiming for the ne-
cessity of a new paradigm shift in favour of a less centralized manufacture structure. It is regarded as the
fourth industrial revolution, the first three being mechanization through the use of vapor energy, mass
production through electricity generation, and, ultimately, the digital revolution through the integra-
tion of electronics and information technology. The industry 4.0 ought to allow a larger independence
of the manufacturing process, since technology is more interrelated and the machines can interact with

each other creating a cyber—physical system [6-11].

* Cyber—physical systems. Cyber—physical systems in the context of Industry 4.0 relates to the close bond-
ing and alignment between computing and material resources. A new paradigm of technological sys-
tems based on embedded collaborative software is impacting the development of such systems [12—-14].
Kagermann [15] places cyber—physical systems as the key driver to trigger the Industry 4.0 paradigm,
paralleling its role with the one played, respectively, by steam machines, mass production lines, and in-
tegrated circuits in the previous three industrial revolutions. Cyber—physical systems can be defined as
”Systems of collaborating computational entities which are in intensive connection with the surround-
ing physical world and its on-going processes, providing and using, at the same time, data-accessing and
data-processing services available on the Internet” [16]. As stated by Lee, Bagheri, and Kao [17] ”Cyber—
physical system consists of two main functional components: (1) the advanced connectivity that ensures
real-time data acquisition from the physical world and information feedback from the cyber space; and
(2) intelligent data management, analytic and computational capability that constructs the cyber space”.
Thus, Cyber—physical system lead to a decentralized control system characteristic of the Industry 4.0,
in which machines show great autonomy, share information with other machines, and handle large
amounts of data. The term cyber—physical systems refers to a new generation of systems with integrated
computational and physical capabilities that can interact with humans through many new modalities.
The ability to interact with and expand the capabilities of the physical world through computation,
communication, and control is a key enabler for future technology development. When cyber—physical
systems are understood within the industrial practice fueled by additional technologies such as Internet
of Things, people refer to the Industry 4.0 paradigm. In industrial practice, many engineering systems
have been designed by decoupling the control system design from the hardware/software implementa-
tion details. After the control system is designed and verified by extensive simulation, ad—hoc tuning
methods have been used to address the modeling uncertainty and random disturbances. However, the

integration of various subsystems, while keeping the system functional and operational, has been time—
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consuming [18].

Lean Management. Lean management systems in a cyber—physical environment of Industry 4.0 are
described as socio-technical structures designed to consistently reduce the variability of value creating

processes and therefore increase their effectiveness and profitability [19-22, 22-29].

Variability in this context is understood as any deviation from the desired process state. In quantifi-
able terms, this work assumes the variability of a process as measured by the systematic reduction of the

standard deviation associated with the indicators measuring its performance [20, 30].

Complex Networked Organizational Design. According to the network organizational paradigm, mod-
ern cyber—physical systems oriented to the lean management of Industry 4.0 can be seen as a socio-
technical symbiotic ecosystem of human networks [3 1] interacting with distributed physical sensors in-
terconnected in an increasingly complex network interconnected sensors [32], which readings are mod-
eled as time-dependent signals at the vertices, human or cyber—physical respectively. That means that
in the structure of the network nodes you can find characteristics that represent them in the form of a
certain time series that describes the key performance indicators (KPIs). These networks can be under-
stood as complex since the interaction between their elements gives rise to emergent phenomena that

could not take place without the interaction of their multiple agents.

Complex cyber—physical networks. For any given time #, complex cyber—physical networks, I'(#) can be

described as time-dependent graphs given by

Q) = [[(2); £()]; (1.1)

which can be understood as lists of I'(#) human and cyber—physical nodes and its standard commu-
nication E(z) C (T'(¢)xI'(z)) edges [20]. The very emergence of complex networked organizational
design configurations in the form of lean structural networks is only possible through a continuous
improvement-oriented standardization of the organizational network edges, the business communica-
tion protocols, between the network elements [20]. These boundary conditions allow to represent the
systems of Industry 4.0 as cyber—physical complex networks, allowing a systematic and quantitative anal-
ysis of the systems by means of lean management algorithms strategically oriented to the systematic re-
duction of the variability of the value creation processes. For this reason, this thesis is focuses solely on

lean management systems in an Industry 4.0 cyber—physical context.
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On the basis of the previous concepts, the lean management of complex cyber—physical systems net-
worked within an Industry 4.0 context, may be defined as business systems that seek systematically to
decrease the inherent variability of industrial value creation processes, considering them as complex net-
works of interdependent computational and physical elements. Effective and efficient calculation of
the information that flows through these elements is the key factor for achieving lasting and sustained

business success.

WITH THE ADVENT OF THE INDUSTRY 4.0 PARADIGM, the possibilities of controlling manufacturing pro-
cesses through the information provided by a network of sensors connected to work centers have expanded.
Real-time monitoring of each parameter makes it possible to determine whether the values yielded by the cor-
responding sensor are in their normal operating range. In the interplay of the multitude of parameters, de-
terministic analysis quickly becomes intractable and one enters the realm of “uncertain knowledge”. Bayesian
decision networks are a recognized tool to control the effects of conditional probabilities in such systems. How-
ever, determining whether a manufacturing process is out of range requires significant computation time for
a decision network, thus delaying the triggering of a malfunction alarm. From its origins, JIDOKA was con-
ceived as a means to provide mechanisms to facilitate real-time identification of malfunctions in any step of the
process, so that the production line could be stopped, the cause of the disruption identified for resolution, and
ultimately the number of defective parts minimized. Our hypothesis is that we can model the internal sensor
network of a computer numerical control machine with quantum simulations that show better performance
than classical models based on decision networks. We show a successful test of our hypothesis by implementing
a quantum digital twin that allows for the integration of quantum computing and Industry 4.0. This quantum
digital twin simulates the intricate sensor network within a machine and permits, due to its high computational

performance, to apply JIDOKA in real time within manufacturing processes.

DRIVEN BY AN UNPRECEDENTED LEVEL OF TRANSPARENCY BASED ON THE GLOBAL AVAILABILITY OF IN-
FORMATION, companies are facing extremely competitive global markets in which customers’ expectations have
risen to demand very high quality standards at a low price and ever-increasing speeds [33]. Adding to this, re-
quests for customized products are growing as to become the pattern in certain industries [34]. Manufacturing
industry is relying on technology to face this challenging environment, with Industry 4.0 emerging as a paradigm

that can provide solutions to keep track of the markets [35, 36].

ForR INDUSTRY 4.0 TO BE EFFECTIVE, INTERDISCIPLINARY KNOWLEDGE FROM ENGINEERING, COMPUTER

SCIENCE, BUSINESS, AND VARIOUS OTHER ACADEMIC DISCIPLINES IS CRUCIAL [37]. Lean Management
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stands out as a consolidated managerial paradigm that tries to tackle the previously mentioned challenges, with a
large history since it was grounded in the 1940s by Toyota production managers [20, 38—40]. The main goal of
both Industry 4.0 and lean management is to find ways to deal with an ever increasing complexity in the man-
ufacturing industry that nowadays partially stems from digitization, as well as mass customization. Although
Industry 4.0 puts the focus on the technological elements, lean methods seek to find ways to reduce the com-
plexity by designing clear and controllable processes that minimise non value-adding activities throughout the
value chain [41]. To achieve this goal, a wide range of tools, initially conceived under the umbrella of the Toyota
just-in-time system, such as synchronized production, Kanban, single minute exchange of die, cross-functional
work force [42], and others, that evolved to gain its own field of development as total productive maintenance
or total quality management [43], have been developed and put into practice in manufacturing environments.
These techniques have shown significant positive effects in different industries and even synergistic benefits
through their combined implementation [19, 44]. Combining the methodologies from Industry 4.0 and lean
manufacturing has been an increasingly popular research topic, resulting in the so-called Lean 4.0 [45]. There
are mixed opinions regarding whether lean management is needed to enable Industry 4.0 or Industry 4.0 advance
lean management [46]. Yet, one of the key ideas about Industry 4.0 is the integration of varied technologies due
to the limited effect of focusing on a single technology [47]. In fact, several of the many lean tools have been
examined in the context of Industry 4.0 [48—-50], leading to the conclusion that a leaner production is easier to
integrate into an Industry 4.0 context and, in many cases, it is possible to combine the ideas and techniques from
both frameworks [s1, 52]. Moreover, it seems to be a necessary evolutionary step for further raising the level
of operational excellence (i.e., to coordinate actions, to optimize resource efficiency, to improve work safety,

to decrease in cost) [45].

WITHIN ORGANIZATIONS RELEVANT PROCESS INFORMATION IS TYPICALLY DESCRIBED BY A SERIES OF
KPIs. Such KPIs are interdependent and describe certain time—dependent trajectories in a N-dimensional
space, in which /Nis the number of nodes [53]. A node is to be in alignment at any given moment in time if the
key performance indicator’s trajectory presents asymptotic stability at this point in time [54]. In other words,

the condition for alignment at any given time interval #+A¢ is given by

Dy sinr < Di—pss, VAE> 0 (1.2)

where D; ; represents the euclidean distance between two points 7 and j in the key performance indicators’s
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trajectory. Consequently, the probability that the node is not in alignment is given by

Dypynr > thAt,ta\v/At > 0. (1.3)

ALIGNMENT IS THUS A BINARY PROPERTY OF EACH CYBER-PHYSICAL NODE. Furthermore, since the tra-
jectories are known for all times, we can calculate the conditional probability that the nodes within the com-
plex networked strategic organizational design are simultaneously in alignment or not, by the simple applica-
tion of the well known Bayes Theorem [55]. In fact, within this time interval Az, the graph Q described by
Equation 1.1 converts into a decision network Q' = [I, '] formed by a set of I” nodes and E’ edges, where
I = [y,, 75 ---» 7] represents the set of all the nodes being part of the network in Az and the edges are deter-
mined by the known probabilistic dependence of alignment occurrence in anode y; depending on the alignment
J
occurrence on another y,. The node y, is thus called parent and node Vi the child. The root nodes are those
that do not depend on any other. Subsequently, as described by [56], the joint probability on the nodes can be

decomposed into the product of the marginal probabilities given by

N
P assm) = 112 (1l TT ) (x4)
=1

where [ 7, represents the set of parent nodes associated with .. For the root nodes, P(y,| [ 7;) becomes the

marginal distribution P(y,).

THE INTERACTION OF THESE INTERDEPENDENT ORGANIZATIONAL AGENTS SHAPES HIERARCHICALLY
NESTED COMPLEX NETWORKS [57]. These support managerial decision making towards an ideally coordi-
nated effort to attain organizational strategic goal achievement called organizational alignment. These align-
ment efforts can occur in different organizational settings, although in this thesis we focus on complex net-

worked cyber—physical systems within an Industry 4.0 context.

LEADING INDUSTRY 4.0 PROCESSES TO THE COORDINATED ACHIEVEMENT OF OBJECTIVES IS A PROBA-
BILISTIC PROCESS. Uncertainty in thus the name of the game for managers. As a consequence, value—creating
networks can be considered as decision networks or probabilistic directed acyclic graphical models [55, 58]
with known conditional probabilities, and such network per process, when considered as an ensemble, is noth-
ing else than a multiple complex systems. Multiple complex systems can be found as well in many other fields
such as the human nervous system [59], forests [60], city transportation systems [61], social networks [62] or
insect colonies [63], which present a multilayered hierarchical network structure. The emergence of this type

of configuration confers on the system a series of evolutionary fitness advantages [64] such as the development
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of distributed swarm intelligence [65], systemic learning through information aggregation [66], eftective goal
achievement and complex problem solving [67], or greater resilience to changes [68]. Indeed, the strategic de-
sign of organizations takes such complexity into account[69] for cyber—physical systems of Industry 4.0 [70],
where they start to be understood as socio—technical complex networked configurations at various levels of
complexity [71-74].

THE SIMULATION OF INDIVIDUAL SYSTEMS IN INDUSTRY 4.0 IS FREQUENTLY ADDRESSED BY MEANS OF
DIGITAL TWINS. Although the digital twin concept is well established, it is usually crafted in different ways
depending on the application and discipline, and they have the vision for representing physical assets, allowing
different component models [75]. Most of the effort in creating digital twins are spent in gathering data and
training models. However, little efforts have been done to exploit the hierarchical relationship between systems
in an integrated way. Therefore, a significant gap regarding digital twins is the lack of integration, not only at
the same level, losing the capability of promoting their interactions fostering the information value chain, but
even vertically, where the upper hierarchical levels are not aware of the status of subsystems or components,
relevant for their processing status. The main reason is because of the high complexity involved, which makes

it hard to consider all components at all hierarchical levels.

SCIENTIFIC LITERATURE PROPOSES APPROACHES TO QUALITATIVELY MODEL ORGANIZATIONAL ALIGN-
MENT [76-81]. Approaches that allow for a quantification of organizational alignment are less common, which
shows the alignment state of each node is known at each discrete time interval. The Nemawashi approach [53],
based on genetic algorithms, is however computationally very costly and therefore difficult to implement in
practice. While calculating the alignment state of the entire network is theoretically possible with this method,
in practice, it is a challenge that leads to an exponential increase of calculation time with augmenting network
size. For this reason, there is an urgent need to provide organizational leaders with a fast algorithm that allows

for a calculation of the alignment status of the organization.

QUANTUM COMPUTING IS A NOVEL COMPUTATION PARADIGM THAT MIGHT PROVE USEFUL TO THIS END
[82]. Quantum computing examines the flow and processing of information as physical phenomena that follow
the laws of quantum mechanics. This is possible because quantum computing makes use of “superposition”,
which is the ability of quantum computers to be simultaneously in multiple different states [83]. By doing so,
quantum computing has shown promising performance increases in solving certain unassailable problems for
classic computing such as Shor’s algorithm [84] and Grover’s algorithm [85]. It has opened new ways of solving
some problems, e.g., in machine learning [86], finance [87], or human interaction [88]. Industry 4.0 problems

using machine learning are likely to benefit from quantum models of computation [89]. A quantum simulation
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may also be used to optimize the configuration of the cyber—physical resources that conform to these systems. It

has already been shown how quantum simulations can be used to describe networks of interdependent resources

[90, 91].

1.2 QUANTUM INDUSTRY 4.0 CYBER-PHYSICAL SYSTEM FRAMEWORK

To PROVIDE THE READER WITH AN ADEQUATE FRAMEWORK IN WHICH TO CONTEXTUALIZE THE THESIS,
the below a graphical abstract of Figure 1.1 combines the system theory as well as its digital translation, and the
use of quantum decision networks to propose a quantum framework for Industry 4.0 cyber—physical systems,
able to deal with its hierarchical interdependent nature. This figure shows a two—dimensional socio—technical
multilayered network framework in which the resources that make up the cyber—physical system are modeled
as a network of qubits (elementary units of information exchange in quantum computing) [92]. Each of these
elements present a certain probability of alignment that is bounded by upper— and lower— specification limits
(USL, LSL) respectively that represent the process capability measures.

In Figure 1.1 the horizontal axis represents the social dimension with different networks of qubits describ-

ing social systems of increasing complexity:
* network of wearables within a person,
* network of people within a team,
* network of teams within an organization,
* network of organizations within a supra—organization.

In Figure 1.1 the vertical axis represents the hierarchical dimension describing technical systems of increas-

ing complexity:
* network of sensors within a machine,
* networks of machine within a process,
* network of processes within a factory,
* network of factories within a supply—chain.

THIS FRAMEWORK PROVIDES A HIERARCHICALLY NESTED CONFIGURATION in which the lower level is in-

tegrated in the upper level, i.c. the network of sensors measuring the state of a machine are within the machine
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and hence within the the network of machines. Each system component is independent and connected with

others as defined by the users, facilitating the assembly of a multilayered network structure. This allows users

to assess different strategies according to various situations or configurations. Furthermore, this thesis devel-

ops methods to evaluate the effects of resource or system failure at a specific level as well as its propagation and

impact.
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1.3 OBJECTIVES

The main goal of this thesis is to propose efficient quantum computation algorithms for real-time
strategic design of lean complex cyber—physical industrial networked organizations and their practical

implementation and, therefore, support the leaders of organizations in their decision—making process.

With this goal in mind, this thesis aims to:

1. O1. Propose a novel quantum strategic organizational design (QSOD) configuration of distributed
quantum circuits in multi-layered complex networks that enable the evaluation of Industry 4.0 lean

complex networks.

2. O2. Propose two different mechanisms for the integration of information between circuits operating at
different layers, and analyze and compare their behavior with the classical conditional probability tables

linked to the Bayesian networks.

3. 03. Demonstrate that quantum circuits can improve the performance of classic algorithms in opti-
mizing certain complex industrial processes by solving simple practical cases of chains of command and

dependency in industrial processes.

4. O4. Implement the theoretical development based on quantum principles in a device that allows to
discern in real time the need to modify an industrial process due to the presence of production errors

and to achieve an intuitive interface for the people who use it.

1.4 STRUCTURE OF THE THESIS

The rest of the thesis hereinafter continues as follows: first, Chapter 2 begins by defining some essential prelim-
inary concepts for the precise use of terminology in the following chapters of the thesis and then presents an
original work describing a model and design principles for enabling organizational leaders to perform QSOD.
Second, Chapter 3 proposes a novel QSOD configuration of distributed circuits in multi-layered complex net-
works that enable the evaluation in Industry 4.0 lean complex networks and proposes two difterent mechanisms
for the integration of information between circuits operating at different layers, analyze and compare their
behavior with the classical conditional probability tables linked to the Bayesian networks. Third, Chapter 4
presents several implementation cases of the theoretical developments in different Industry 4.0 organizational

contexts. Fourth, in Chapter s, we implement the theoretical development based on quantum principles in a
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device that allows to discern in real time the need to modify an industrial process due to the presence of pro-
duction errors and to achieve an intuitive interface for the people who use it. Fifth, in Chapter 6, we present
an improvement of a node sorting algorithm in an industrial value creation chain by means of a novel quantum
circuit that improves the state of the art performance. Finally, Chapter 7 outlines the conclusions and some

final remarks.
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Fundamentals of Quantum Strategic

Organizational Design

IN THIS CHAPTER WE PRESENT THE FUNDAMENTALS OF QSOD. First, we start by outlining in Section 2.1
the basic concepts of quantum computation. Second, in Section 2.2 we present a systematic approach to de-
sign decision networks as quantum circuits. Finally, in order to make these concepts clear for the interested

reader, in Section 2.3 we present a numerical example that applies these concepts in a four node organizational

configuration.

2.1  QUANTUM COMPUTING FUNDAMENTALS

THIS SECTION BRIEFLY PRESENT SEVERAL QUANTUM COMPUTING FUNDAMENTALS FOR THE GENERAL

READER:

2.8



* Qubits

Information may be represented in many different ways. Quantum computing uses quantum discrete
units of information, called the qubit (quantum bit) [93]. Qubits represent elementary units of infor-
mation exchange in quantum computing, similar to the "bits” of classical computing. A bzt is always in
two basic states, 0 or 1, while a qubit can be in “both” of these states simultaneously. The characteristic
is also known as superposition. Quantum computing normally uses the Dirac notation that represents
the two bases of computing of these states as |0) and |1). The superposition of a |¥) qubit is merely a

linear combination of the two basic states |0) and |1), expressed as

|\I/> = () ’0) + 1 |1> 5 (2..1)

where ¢o, ¢; € C such that they satisfy the equation:

col* + et = 1, (2.2)

where |¢o|* and |¢;|* are, respectively, the probabilities of finding the qubit in |0) and |1) after a mea-
surement.
* Bloch’s sphere

Bloch’s sphere, sketched in Figure 2.1A, is commonly used to geometrically represent a qubit [94]. This

is a useful and common geometric image of the quantum evolution of a single- or two-level system.

On the Bloch sphere, of unitary radius, the Z-axis is the computational axis and its positive direction
coincides with the state |0), and the negative one with the state |1). A qubit can be represented as a

point on the Bloch sphere with the help of two parameters (6, @), as expressed by:

|'¥) = cos (i) |0) + ¢? sin (i) 1) . (2-3)

When several qubit are utilized, their aggregated state can be determined utilizing the tensorial product
of the individual qubits. If the multiple qubit state can be expressed as a linear combination of the |0)

and |1) states, then the aggregated state can be represented as in equation:

|\I’1> (=) |\I’2> = (11021 ‘00) + 11622 ‘01> + 12021 ’10> + 12622 |11> s (2..4)
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Figure 2.1: (A) Bloch sphere standard representation. (B) Quantum Strategic Organizational Design Bloch
sphere as a node of a decision complex—networked cyber—physical lean management system.

where [¥1) = ¢11|0) + ¢12|1) and [¥V2) = ¢21 |0) + ¢22 |1). Certainly, if the aggregate state cannot be
expressed as the product of the individual states, in other words, if no qubit states |2) and |5) can be
found such that |¥) = |a) |b), this state is called entangled state, which is a purely quantum correlation

much stronger than any other classical one [95].

The reduced purity ; of a qubit ¢; in an N — gubit state |'¥), given by Equation 2.5, is a coefficient
x; € [0.5,1] that indicates the level of a qubit entanglement in the state [92]. A value of x; = 1 indicates
that the qubit is not entangled with the other N — 1 qubits, while a value of k= 0.5 indicates that the

qubit is maximally entangled with the other qubits in the state.

Ki = TV[TVZ'E[O,N—I}J#] hh <¢H2 (2:5)

* Quantum Circuit

A quantum circuit is a computational sequence that consists of performing a series of coherent quantum
(unitary) operations on qubits. By organizing the qubits into an orderly sequence of quantum gates,
measurements, and resets, all of which can be conditioned and use data from the classical calculation

in real-time, quantum computing can be simulated. These sequences typically follow a standardized

30



pattern:

1. Initialization and reset. First, we begin our quantum calculation with a specified quantum state
for each qubit. This is achieved using the initialization operations, typically on the Z-computation
axis, and reset. The resets can be done using a single-qubit gate combination that tracks whether
we have succeeded in creating the desired state through measurements. qubit initialization in a

desired state | ¥') can then continue to apply single-qubit gates.

2. Quantum gates. Second, we implement a sequence of quantum gates that manipulate the qubits

as needed by the targeted algorithm following certain quantum circuit design principles.

3. Measurement. Third, we measure the qubits. Classical computers translate the measurements of
each qubit as classical results (o and 1) and store them in either one of the two classical bits. Mea-

surement is understood to be projected into the Z-computational basis unless otherwise stated.

* Quantum gate

A quantum gate consists of several mathematical operations applied to the qubits that change the ampli-
tude of their probabilities and thus perform the intended computations [92]. The quantum computing

basic elements are described in detail:

— The U3(9, p, A) gate is a single qubit gate that has three parameters 6, @ and A which represent a
sequence of rotations around the Bloch sphere’s axes such as [1] around the Z axis, [7/2] around
the X axis, [¢] around the Z axis, [—7/2] around the X axis, and [@] around the Z axis. It can be

used to obtain any single qubit gate. Equation 2.6 provides its mathematical representation.

9 iAo (9
cos(3 —*sin(3
Us|Y) = | ) | & ). (2.6)
¢Psin(%) e’(¢+)‘)cos(§)
Equation 2.7 represents its quantum circuit equivalent;
YY) — Us(8,0,2) |- - (2.7)

— The CNOT or conditional NOT gate is a two qubit computation gate with one gubit acting as

control |¥1) and the other as target [¥,). The CNOT gate performs a selective negation of the
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target qubit. If the control qubit is in superposition, then CNOT creates entanglement. Equation

2.8 provides its mathematical representation.

CNOT Y1) |Y2) = [¥1) | Y1 & ¥2). (2.8)

Equation 2.9 represents its quantum circuit equivalent:

1 0 0 O

01 00
|¥)) —e— = . (2.9)
W)@ (0001

0 0 1 0

— The ccX or Toffoli gate is a three qubit computation gate with two qubits [¥;) and |¥5) acting
as controls and one qubit |¥3) acting as target. The ccX gate applies an X to the target qubit
|'¥'3) only when both controls [¥;) and |¥>) qubits are in state |1). Equation 2.10 provides its

mathematical representation.

CCX|\I,1> |\I,2> |\I’3> = ‘\I/1> “I’l D \I’2> ‘\Iﬁ) “I’l D \I,3> . (Z.IO)

Equation 2.11 represents its quantum circuit equivalent [92]:

|\I’1§ — Y1) = . (2.11)
Y2

[ZIR S

[¥3) ——D— 00000100

A
(=]
=]
=]
=]
—
=]
(=]
=]

— The Z — measurement of a quantum state — a self-adjoint operator on the Hilbert space — results
in the measured object being in an eigenstate of the Z operator or computational basis, with the
corresponding eigenvalue being the value measured. The measurement, also called observation,

of a quantum state, is a stochastic non-reversible operation and therefore cannot be considered
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as a quantum gate, as it allocates a unique value to the variable observed. In mathematical terms,
the probability p of a measurement result 72 occurring when the state | ¥') is measured is given by

Equation 2.12.

p(m) = (¥|M},M,,|Y) (2.12)

where [AM,,] represents a set of operators acting on the state space such that / = > p(m) and

the state of the system after the measurement |¥’) is given by:

'y = L (2.13)

Equation 2.14 shows its quantum circuit equivalent as a symbolic box:

|¥) : (2.14)

* Density Matrix

An alternative representation of the quantum state as applied to an entry x, (¥ (x)| is given by an Her-
mitian operator p(x) = |¥(x)) (¥(x)| called density matrix which contains all the observable informa-
tion of the quantum state. Quantum circuits map therefore the input into a high—dimensional feature
space in which statistical properties of the measurement .# are interpreted as output of the quantum
circuit. These measurements, which correspond to a Hermitian operator .# acting on vectors in the
Hilbert space of the quantum circuit ¢ and live in a subspace of the data—encoding feature space .#
are in general not linear in the Hilbert space ¢ of the quantum circuit [96]. However, according to
the celebrated representer theorem [97], an optimal quantum kernel can be found that allows describ-
ing the quantum circuits as linear models in the space of the Hermitian operator p(x) with the form
tr[(Zi‘le amﬁ(xm)>ﬁ(x)] where x”, m = 1, ..., M, is the input data and «,, € R. In other words,
if we find a linear transformation of our quantum state vector | ¥ (x)), we are guaranteed that the best
measurements for our quantum circuit only has A/ << 2°* degrees of freedom, rather than the O(2%")

degrees of freedom of a quantum circuit with n qubits.
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2.2

QuanTUM CIrRCUIT DESIGN

THIS SECTION OUTLINES SEVERAL DESIGN PRINCIPLES FOR ENABLING ORGANIZATIONAL LEADERS TO

PERFORM QSOD. This model consists of three steps: first, it introduces in Section 2.2.1 the definition of the

QSOD qubitasa fractal unit of the decision Industry 4.0 complex—networked cyber—physical lean management

systems. Second, it outlines in Section 2..2.2 the design principles that are to be applied to represent such systems

as a quantum circuit. Finally, it provides in Section 2.3 guidelines for the interpretation of the results by means

of a case of study.

2.2.1

QUANTUM STRATEGIC ORGANIZATIONAL DESIGN QUBIT.

WE pDEFINE THE QSOD QUBIT, as depicted in Figure 2.1B, as the node of a decision complex—networked

cyber—physical lean management system: a human or cyber—physical asset that is in the center of an imaginary

Bloch sphere (2.1B), in which the state of alignment and not-alignment references respectively with the QSOD

qubit |0) and |1) computational states.

2.2.2

QUANTUM STRATEGIC ORGANIZATIONAL DESIGN PRINCIPLES.

* Calculation of conditional probabilities

The conditional probabilities that will give rise to the quantum circuit are derived from a preliminary
analysis of the KPIs associated with each node of the complex network in question. This analysis, as
indicated above, is based on the method based on genetic algorithms presented in [53]. Specifically, for
each node, there are typically three KPIs related. The selected chromosome has subsequently 12 real
numbers between o and 1, and we have used real value crossover and mutation with probabilities of 60%
and 7% respectively. The population was built over 8ooo individuals and it ran over 1000 generations.
Once the trajectories associated with each node have been calculated, by applying the Bayes theorem,
it is trivial to calculate the relative probability of alignment or non-alignment at each node concerning

those to which it is connected.

Initialization and reset

The initialization and reset of the qubits is typically standardized to the state |0) on the computational

Z-axis.

* Rotation angle computation
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The conditional probabilities translate into qubit rotation angles depending on its decision network

dependencies:

— For a root node with no parents, the possible states are two |0) and |1). A trivial application of

Equation 2.3 states that a qubit intialized to state |0) and rotated by a gate U3(4, 0, 0), being
@ = 0, transforms it into |¥) = cos (g) |0) + sin (g) |1). Therefore, taking Equation 2.1 into
account and the definition of the Bloch sphere’s angles, the rotation angle & required to calculate

the probabilities of being in state |0) and |1) can be expressed by:

_ Al sin’ (3) #g21 2(I1)
g = 2arctan [tan <2)] = 2arctan o é) = 2arctan ]W (2.15)

— Ingeneral, forachild node y, with m parents there are 2” possible states [ [ 7 with7 = [1,, ..., m].

Subsequently, taking Equation 1.4, Equation 2.1 and Equation 2.3 into account, as well as the

definition of the Bloch sphere’s angles, the rotation angle is given by:

Eq14—Fg.2.1 p(I0 11y, =117)
b, Iy = 2 arctan \/P(|0> T =117 (2.16)

¢ Controlled rotations

Controlled rotations are not elementary quantum gates and need to be deconstructed into elementary

operations. As described by Nielsen and Chuang [92], being 7 the maximum number of parent nodes

a child has, the controlled rotation expressing the conditional probabilities needs of the addition of 2,

“dummy” or "ancilla” qubits 7

[1,...,m — 1] in order to decompose the controlled rotation into

2(m — 1) CNOT gates and one U3 (8, 0, 0). This is exemplified in Equation 2.17 for m = S qubits, 4;

“dummy” qubits7 = 1, ..., (m — 1 = 4) and a total of 2(m — 1) = 8 CNOT gates.

q0:|0) ————  40:|0 (2.17)
q1:0) ——o—— q1: |0
g2 :|0) ————= 42:|0
73 :10) ————  43:10
qi:|0) ——o—— 4430r,,k,,4 7777777 e
g5 :10) {s(6,0,0)} 4010, =& o
ay @ 101 s> O
423|O>: V% N :
ﬂ3¢|0>|_ _____ LJ___E___\,L _____ g
qgs - |0> U3(€7070)
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As first shown in [98] it is important to highlight that U3(4, 0, 0) is best decomposed as

g -0
Us(6,0,0) [¥y) [¥2) = Us (2, 0, 0) |'¥,) CNOT|Y) |Y2) Us (2, 0, 0) |'¥2) CNOT|Y;) |Y2) .

(2.18)

And as a direct application of Equation 2.9, this equation converts into:

Eg.2.9 % -4
Us(6,0,0) | Yy) | YV2) o Us (2, 0, 0> [Y2) Y1) ¥ @ Y2) Us <2, 0, 0> VL) |[Yy) |V @ Y2).

(2.19)

or in its quantum circuit equivalent shown by:

Y1) Y1) . (2.20)
[¥2) — Us(6,0,0) ¥2) - Us (£,0,0) Us (5£,0,0)

fan)
N

[an)
N

This method works because if the control qubit | ¥;) is in state |0), all we have is Us (g, 0,0) followed
bya Us (52,0,0) and the effect is trivial. If the control qubit [¥;) is in state |1), the net effect is a con-

trolled rotation Uz (4, 0, 0) on the [¥,) qubit.

* Measurement

The measurements used in the end to extract computational results from the quantum states. This will
allow us to explore the quantum states of the qubits and to make an interpretation that allows improving

the management system related to the industrial process.

2.3 EXAMPLE OF QUANTUM STRATEGIC ORGANIZATIONAL DESIGN CIRCUIT

To illustrate the implementation of the outlined principles for QSOD method within a cyber—physical com-
plex networked lean management system in an Industry 4.0 context, this section shows an example of a quan-
tum circuit that allows calculating the alignment states of the system. Following the recommendations of [99],
we follow a clear case study roadmap to ensure the replicability and soundness of the results obtained. This

roadmap has several phases:
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* Section 2.3.1. Scope establishment.
* Section 2.3.2. Specification of population and sampling.

* Section 2.3.3. QSOD circuit design.

2.3.1 SCOPE ESTABLISHMENT

We aim to study the organizational alignment state of an Industry 4.0 factory that resembles a cyber—physical
complex networked lean management system by modeling the strategic organizational design throughout a
quantum circuit. Specifically, our goal is to calculate the absolute alignment probabilities of each node within

the network with aid of the QSOD pronciples described in the previous section.

2.3.2 SPECIFICATION OF POPULATION AND SAMPLING

As described in Figure 2.2, the system consists on four managers forming a reporting network. Data on these
four team members in a factory at three relevant hierarchical levels are taken over twelve weeks daily. At level
1 the factory leader, at level 2 a logistics leader, and a production leader both reporting to level 1 and at level
3 a production line leader reporting to the level 2 production leader. Each leaders’ performance is measured
through three KPIs, so there is a total of 12 KPIs being measured with the same frequency.

The case study starts by representing a decision network from this data as indicated in Section 2.2..2. In this
figure we observe four nodes 4.4, 43, ¢, 9p, corresponding to each process owner. The respective alignment
conditional probabilities are shown in Figure 2.2, for instance the probability of alignment of node ¢4, given

by P,4(]0)), is 0.75 and the probability of alignment of node g5 conditioned to the alignment of node g4, given

by Pp4(]0) |10)), is 0.65.

2.3.3 QUANTUM STRATEGIC ORGANIZATIONAL DESIGN CIRCUIT DESIGN

WE NOW PROCEED TO IMPLEMENT EACH OF THE INDICATED STEPS IN SECTION 2.2.2 IN A SYSTEMATIC
WAY to generate a QSOD circuit that represents the alignment probabilities of the whole system. To allow for
a better understanding of the elements of the quantum circuit and to facilitate the visualization of the effect of

each step on the whole system, each one of the 37 steps of the circuit has been denoted with a number.

* Calculation of conditional probabilities

As shown in [53], for each node, there are typically three KPIs related. The selected chromosome has

subsequently 12 real numbers between o and 1, and we have used real value crossover and mutation with
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Figure 2.2: Example. Strategic Organizational Design Decision Network with Conditional Alignment Prob-
abilities.

probeabilities of 60% and 7% respectively. The population was built over 8ooo individuals and it ran over
1000 generations. Once the trajectories associated with each node have been calculated, it is trivial to
calculate the relative probability of alignment or non-alignment at each node concerning those to which
it is connected. These probabilities are shown in Figure 2.2. This process is executed for each node in

parallel without loss of performance.

¢ Initialization and reset

In Step 0, each one of the nodes is assigned to a qubit, 94, g5, g¢, gp, and a "dummy” node ¢* is cre-
ated. The qubits are initialized and reset to |0) state. This allows for a controlled comparison of the
probabilities through qubit rotations.

* Rotation angle computation

Equation 2.15 applied to each root qubit, we obtain following results given by:

Eg.2.15 Egq.2.15
84 "= 2arctan | 9232768 _ 1 16479 rad, fc = 2arctan /22 = 1.0928 rad. ()
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Equation 2.16 applied to each child qubit, we obtain following results given by:

Eg.2.16 Eg.2.16
93,10) 7= 2 arctan \/ % = 1.2661 rad, O, 11) 7= 2 arctan \/ % = 1.7113rad

Eqg.2.16 Eqg.2.16
Opjooy = 2arctan (/%Y =1.3489rad, Op oy = 2arctan /%8 = 229161 rad

Eq.2.16 Eg.2.16

Opjoy = 2arctan % =1.83382rad, Op |y = 2arctan % = 0.87629 rad.

(2.22)

¢ Controlled rotations

Asshownin Equations 2.21 and 2.2.2, which systematically apply Equation 2.17 to each qubit, we obtain

the QSOD circuit shown in Figure 2.3.

The quantum state of each step of the final state has been visualized in Figure 2.4A. The Bloch sphere
provides a global view of a multi-qubit quantum state in the computational basis. Node size is propor-

tional to state probabilities, and color reflects the phase of each basis state as shown in Figure 2.4B.

To improve the clarity of the explanation, the 37 steps that make up the QSOD have been divided into

six distinct phases. We now comment on the logic behind each of them:

— Phase 0. Step 0. Phase 0 performs the initialization and reset as previously explained in Section

2.3.3.

— Phase 1. Steps 1 — 11. This phase is subdivided in three conceptual parts: first. This phase starts in
Step 1 by rotating g4 and g¢ by 4 = 1.16479 rad and d¢ = 1.0928 rad respectively as calculated
in Equation 2.21. This is because both ¢4 and g are root qubits and Equation 2.1 5 applies. Sec-
ond, two controlled rotations on qubit ¢ in Steps 1-3 are performed as calculated in Equation
2.22. As described in Equation 2.20, since qubit g has a parent qubit ¢4, we need to perform
two controlled rotations properly aligned by CNOT gates. Depending on the state of qubit g4:
5&% = 0.85592 rad in Step 1 and @ = —0.85592 rad in Step 3, in the case that g4 is in state
1), and 9&% = 0.63305 rad in Step 5 and @ = —0.63305 rad in the case that g is in state
|0). In this casea Us(z, —7, ) is performed so as to generate proper alignment. Third, on qubit
gp we need to perform a total of four controlled rotations throughout the circuit. This is because

each of its parent qubits gz and g¢ can have two states, and we need to represent the rotations
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corresponding to the states [00), [10), [01), and [11). A controlled rotation &p jyyy is performed
on qubit gp conditioned by the state |11) of its parent qubits g5 and g¢ as calculated in Equation
2.22. This is done with a controlled rotation 5&% = 0.43814 rad in Step 1 and a controlled

. -0
rotation %

= —0.43814 rad in Step 11, properly aligned through CNOT and ccX gates as

described in Equation 2.17 in Steps 9—10 and Steps 31-33.

— Phase 2. Steps 12 — 17. In phase 2, we perform the second controlled rotation on qubit gp as
related to the states [00) of qubit g and g¢. A controlled rotation & oy is performed on qubit

gp conditioned by the state |00) of its parent qubits gz and g¢ as calculated in Equation 2.22.

This is done with a controlled rotation m = 0.67449 rad in Step 13 and a controlled rotation
w = —0.67449 rad in Step 17, properly aligned through CNOT and ccX gates as described

in Equation 2.17 in Steps 12 and Steps 14-16.

— Phase 3. Steps 18 — 24. In phase 3, we perform the second controlled rotation on qubit gp as
related to the states [10) of qubit g5 and g¢. A controlled rotation &, 1) is performed on qubit

gp conditioned by the state |10) of its parent qubits g5 and ¢¢ as calculated in Equation 2.22.

fp, 10y

This is done with a controlled rotation —== = 0.91690 rad in Step 19 and a controlled rotation
@ = —0.91690 rad in Step 24, properly aligned through CNOT and ccX gates as described

in Equation 2.17 in Steps 18 and Steps 20-23.

— Phase 4. Steps 25 — 30. In phase 4, we perform the second controlled rotation on qubit gp as
related to the states |01) of qubit g5 and g¢. A controlled rotation &p, 1) is performed on qubit

gp conditioned by the state |01) of its parent qubits gp and ¢¢ as calculated in Equation 2.22.

Op,j01)

This is done with a controlled rotation —==* = 1.1458 rad in Step 26 and a controlled rotation
@ = —1.1458 rad in Step 30, properly aligned through CNOT and ccX gates as described

in Equation 2.17 in Steps 25 and Steps 27-29.

— Phase 5. Steps 31 — 33. As mentioned earlier, in phase 5 the controlled rotation of qubit gp as

related to the states |00) of qubit g5 and g¢ started in Phase 1, qubits 1 and 911, is completed.

— Phase 6. Steps 34 — 37. Finally, in phase 6 each one of the qubits is measured as expressed by
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Equation 2.13.
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Figure 2.4: (A) Quantum Strategic Organizational Design Bloch sphere measurements of final state. (B) Phase
state color code.

The circuit is simulated on qiskit tool, a Python-based quantum computing platform developed by IBM
[100]. A total number of 8192 runs were carried out on the simulation with a total runtime of 3.8 seconds. In
contrast, a genetic algorithm that would solve a similar problem with 12 KPIs (three per process owner) would
take hundreds of hours to determine 48 real numbers between o and 1 in the chromosome with a value crossover
and mutation with probabilities of 60% and 7% respectively with a population built over 8ooo individuals and
would run over 1000 generations. Compared with that, the performance increase of QSOD is remarkable. This
has very powerful practical applications for industry leaders since with this new approach they can potentially
allow a better understanding of the complex processes underlying the strategic design of organizations and above
all make decisions in real-time.

Although we will describe the results of other implementation cases in more detail later, suffice it to say now
that the obtained results are summarized as follows: the total probability of each process owner P;(|0)) to be in
alignmentand the reduced purity «; of each qubit in the final state. We observe how the probability of alignment
of the process owner D Pp(|0)) = 49%, which indicates that the management system, as configured does not
give a probability of achieving the alignment better than chance. That is why the probability of alignment of the
root node representing process owner C Pc(|0)) = 73%, the same as that presented in the decision network.
The alignment probabilities representing process owners B Pp(]0)) = 58.335% and A P4(]0)) = 69.745%
are mixed probabilities. The nodes have a purity coefficient of over 90%, which indicates that there is almost no

entanglement between them.
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Quantum Multilayered Networks

IN GENERAL, WE CAN STATE THAT INDUSTRY 4.0 SYSTEMS CAN BE DESIGNED AS A NETWORK OF PRO-
CESSEs [101] and the failure of one of these processes leads to a performance loss of the system [102]. We aim
to inspect the behavior of the system when some of its elements are not operating within the standard operating
procedure tolerances [20]. Industrial processes are designed following strict standard operating procedures that

constrain them within certain limits, to ensure the competitiveness and quality of the products [103, 104].

OUR PROPOSAL ASSIGNS ONE QUBIT g TO EACH OF THE CYBER—PHYSICAL RESOURCES OF THE MULTILAY-
ERED SOCIO-TECHNICAL NETWORK. Specifically, the probability that the cyber—physical resource is within
the specifications defined in the standard operating procedure will be assigned as the probability of P(g = |0))
and P(q = |1)) otherwise (see Figure 1.1) These resources will be linked to others to build a system, depending
on the aspect under consideration in such a way that multilayer network becomes a natural architecture. In-
deed, the state space of a composite physical system is the tensor product of the state spaces of the component

physical systems, and this principle can be easily translated to the quantum environment.
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BLOCH’S SPHERE, AS STATED PREVIOUSLY, IS COMMONLY USED TO GEOMETRICALLY REPRESENT A QUBIT
[94]. A qubit can be represented as a point on the Bloch sphere with the help of two parameters 6, @), as
expressed by Equation 2.3. When several qubits are utilized in a circuit describing a layer of A1 elements, their
aggregated state can be determined utilizing the tensorial product given by |¥) = |¥1) ® |¥2) ® ... ® |Yar).

This tensorial product maps the entry x € C” in a complex Hilbert space 7, which for # qubits is the c?.

A MULTILAYER NETWORK M IS GIVEN BY THE QUADRUPLET M = (['p, Epr, V, L), in which T'y/ indicates
the set of node-layer tuplets related to a set of nodes 7, and L representing the set of perspectives built upon
a set of elementary layers being relevant to the set of aspects .A. Therefore, a multilayer network can have Ny
number of aspects, being N4 the cardinality of .A. Based on those aspects a sequence of sets of layers is defined
asL={L,},a € (1,2,...,Ny), where L, represents the set of layers related to the 2 aspect. The whole
group of layers are built based on the cartesian product of the sets as per aspect, L; X L X - - - X Ly, and then
Tar €V X Ly X Ly X -+ X Ly,. The nodes can be connected pairwise by means of edges, £ar C Tar X I'as
where according to the definition, connections can happen inside layers or inter—layers. The multilayer network
can still be represented as graph Gar = (Tar, Ear)-

We now extend the preliminary concepts presented in Chapter 1, and state that for any given time # complex

cyber—physical networks are described as time—dependent graphs given by:

G () = (Tae(2), Eaa(2)), (3.1)

which can be understood as lists of I'y/(#) human and cyber—physical nodes and its standard communication
Em(t) C (Tar(2)xT'a4(2)) edges. The emergence of complex networked organizational design configurations in
the form of lean structural networks is only possible through a continuous improvement-oriented standardiza-

tion of the organizational network edges (business communication protocols between the network elements.)

[20]

3.1 IMPLEMENTATION OF THE HIERARCHICAL RELATIONSHIP

THIS SECTION PROPOSES A QUANTUM MULTILAYERED NETWORK THAT PRESENTS SEVERAL COMPUTA-
TIONAL ADVANTAGES: on the one hand, the state of each qubit can be fully computed as a wave function of
the quantum circuit that conforms it at alower level. This allows for an effective computation of the interactions
between different layers and greatly reduces the computational resources needed to elaborate virtual representa-

tions of the system as compared with other approaches such as twin factories [105]. On the other hand, it allows
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for a distributed ledger computation of organizational states and can therefore flexibly and securely evaluate dif-
ferent decision network configurations and aggregate them into greater settings, hence enabling researchers and
organizational designers to use advanced quantum simulations to accelerate managerial decision making. We

present two approaches for the aggregation of the hierarchical relationship:

* Hierarchical relationship by adding additional qubits. In this approach the information of alignment
conditional probabilities from lower levels is aggregated by adding an additional qubit to those qubits

with a parent node in the upper level.

* Hierarchical relationship by using the state of the last node of the lower level. In this approach we add
the information of alignment from lower levels directly to the initialization of the qubits in the upper

level.

3.1.1 HIERARCHICAL RELATIONSHIP BY ADDING ADDITIONAL QUBITS

Without loss of generality, in the modeling of Industry 4.0 processes, we can always add a qubit at the end of the
quantum circuit that measures a characteristic of the circuit that we are interested in measuring (i.e., quality,
cost, lead time, return on invest, mean time between failures,...) and that condenses the conditional probabilities
of the rest of the circuit.

As a consequence, the aggregation of the wave function |‘I’ij7l‘) to the next level / + 1 in the position ; is
performed by two nodes: one that describes the initial rotation that represents the |0) probability of the last
node of the circuit P(\\I’iﬁ N,-> = |0)) which absorbs the initial rotation of the level /, and a new qubit that
contains the conditional probabilities of the node in the level / + 1. Since the root nodes at level / + 1 do not
have conditional probabilities, they only present the initial rotation. This is exemplarity shown in Figure 3.1A.

Therefore, the number of additional qubits required to represent the inter—layer connections is equal to
the number of child nodes in the level / +- 1. For illustration, the quantum circuit at level / + 1 represented in
Figure 3.1A uses two additional qubits (\‘I’iffé} and | Y} j;}}>) The initial state of all the qubits in the quantum
circuitis |0) (state of no failure). Then, an initial rotation with & angles that are conditioned on the states of the
last node of the circuits at level / is applied to the root nodes at level / + 1 and the new qubits that represent the

inter—layer connections:

* P(IY,f) = 10) = P(1¥,, ) = 10)).

aj,1 a1,2

ax,2

* P(Y1,) = [0) = P, ) = [0).
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P(¥,1s) = 10) = (¥, 5) = |0)).

The calculation of the initial rotation angles is given by Equation 2.15.

In the case of child nodes |‘I’Z+l> and |‘I’Z+1> it is necessary to define a set of probabilities conditioned
on the values of the corresponding parent nodes (e.g., \‘I’H'l ) and |‘I’Z+l> for node |‘I’Z+1> and \‘I’i}'}ﬁ and
Y1) for node [¥,13)). Thus, P([¥,}) = 1) wiﬂl , qujj ) = lab)), where i € {2,3} and |ab) €
{|11) , [10) , |01) , |00) }, represents the probability of failure of node \‘I’iﬁll) conditioned to the state of failure
and/or no-failure of nodes ]‘I’Z+1> and \‘I’fjll -

The quantum circuit designed with this first approach can be represented by a Bayesian network. Rotation
gates in the quantum circuit represent the marginal probabilities associated with root nodes, and controlled
rotation gates represent the conditional probability tables associated with child nodes [58]. Thus, the results of
the application of this strategy can be compared with the results of the equivalent Bayesian network. As shown
in Figure 3.2 and Figure 3.3, the results obtained with both implementations, i.e, the quantum circuit and the
classical Bayesian network, are the same. Failure probability propagation from the root nodes —which represent

the state of the systems at level /- towards the final node —which represents the state of the system at level /4-1-

depends on:

* Theset of conditional probabilities that quantifies the effect of the parent nodes on a child. AsFigure 3.2
illustrates, higher probabilities of failure conditioned to the state of failure of both parent nodes (from

0.7 to 0.95 in our example) lead to a greater performance loss of the system meassured by some relevant

KPIs.

* Thedistance between the root node in a state of failure and the final child node. In our example, the root
node \‘I’Z 3) has the greatest impact on the performance loss of the system (see Figure 3.2c, Figure 3.2¢

or Figure 3.2f).

* The number of root nodes, i.e., systems at level /, in a state of failure.

3.1.2 HIERARCHICAL RELATIONSHIP BY USING THE STATE OF THE LAST NODE OF THE LOWER

LEVEL

A different proposed approach to connect different layers in the network is to use the state of the last node of

the circuit in the level / as initial state of nodes in the level / + 1 instead of being initialized to |0). In this case,
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the rotation angle can be expressed by:

6 = arccos(P(|Y%, ) = |0))). (3.2)

454Ny

Thus, = 0 if the last node of the circuit in the level / has a no—failure state, (P(\‘I’iﬁ 1\5'> =0)) =1),and
the initial state of the qubits in the level / + 1 is set to |0), i.e, state of no-failure. On the other hand, as long as
the system in the level / is not operating properly (P(|\I’ij7 N ) =10)) € [0,1)), the value of @ increases from 0
to 7/2 rad, which leads the initial state of the qubits in the level / + 1 towards a state of failure.

This second approach, which is exemplarity represented in Figure 3.1B, eliminates the use of additional
qubits as in the first approach. After the computation of the initial state of nodes in level / 4 1 by applying
internal rotation with angles based on Equation 3.2, the wave function of the quantum circuit is calculated.

To describe the case showed in Figure 3.1B, the following probabilities associated with each node need to be

defined:
. P(\‘I’iﬁ> = |1)). Probability of failure of node ]‘I’iﬁ)

o P(IYSTHY = [ [YLTL ) = |a)), where 7 € {2,3} and |2) € {|1),]0)}. Probability of failure of

aj,l aj,i—1

node \‘I’iﬁ) conditioned to the state of failure or no—failure of node ’\Yiﬁa)

The results of the application of this second strategy (Figure 3.4) show a non-linear behavior of the system
when some of its elements are in a state of failure. In this case, the initialization performed by applying internal
rotations modifies the initial probability amplitude of quantum states and changes how information propagates
through the quantum circuit. Figure 3.4 shows how the dominating factors for performance loss of the system
are both the increasing number of nodes (i.e., systems at level /) in a state of failure and their decreasing distance
to the final node. Furthermore, as almost parallel lines in Figure 3.4c, 3.4¢, 3.4f, and 3.4g illustrate, the impact
of conditional probabilities on the state of the final node decreases with both increasing numbers of nodes in
a state of failure and decreasing distance between failure nodes and the final one, which results in a saturation

point where the performance loss of the system becomes flat.

3.2 RESULTS AND DI1sCUSSION MULTILAYERED NETWORK

An alternative representation of the quantum state is applied to an entry x, (¥ (x)| is given by an Hermitian
operator p(x) = |¥(x)) (¥(x)| called density matrix which contains all the observable information of the

quantum state. Quantum circuits map therefore the input into a high—dimensional feature space in which
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statistical properties of the measurement .# are interpreted as output of the quantum circuit. These measure-
ments, which correspond to a Hermitian operator .# acting on vectors in the Hilbert space of the quantum
circuit 5 and live in a subspace of the data—encoding feature space .# are in general not linear in the Hilbert
space 7 of the quantum circuit [96]. However, according to the celebrated representer theorem [97], an opti-
mal quantum kernel can be found that allows describing the quantum circuits as linear models in the space of
the Hermitian operator p(x) with the form tr [ (E]n‘le amﬁ(xm)) Jo(x)} where x”, m =1, ..., M, is the input
data and @, € R. In other words, if we find a linear transformation of our quantum state vector | ¥ (x)), we
are guaranteed that the best measurements for our quantum circuit only has M << 2%* degrees of freedom,
rather than the O(2%") degrees of freedom of a quantum circuit with n qubits.

As shown in Figure 3.1a, and the related results in Figure 3.2, the first quantum model presented in this
work does exactly this: by understanding the data—encoding density matrices p(x) as feature vectors, it describes
a novel quantum kernel that allows the aggregation of hierarchical networks of qubits in such a way that the
quantum models behave linearly in the space of the resulting operator when describing the observable informa-
tion of the quantum state [¥(x)). In contrast, the non-linearity of the second model, shown in Figure 3.1b,
and the related results depicted in Figure 3.4, shows dissipating effects in the translation of the failure proba-
bilities from one level / to the next level / + 1 derived from the internal rotation imposed on the qubits in the
hierarchical aggregation [106]. This means that while the circuit has a high—dimensional state space, the quan-
tum model with additional qubits can be operated in a low—dimensional subspace without dissipation, while
the model with internal rotations cannot. This representation can be very useful for several applications, but
perhaps the most important one is that it allows us to study the temporal evolution of multilayered networked
qubit systems from an optimization point of view: minimizing the cost functions represented in the space of
quantum circuits would be equivalent to minimizing the same cost functions of the resulting system after the

proposed transformation.
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Figure 3.1: Aggregation of two layers network. Three qubits case. (a) Firstapproach. Hierarchical relationship
by adding additional qubits. (b) Second approach. Hierarchical relationship by using the state of the last node

of the lower level.
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Quantum Strategic Organizational Design

Implementation Cases.

In this Chapter we present several implementations of the QSOD principles in an Industry 4.0 cyber—physical
context. In the first three sections we implement the previously presented QSOD principles to investigate the
alignment state of simple practical cases of chains of command and dependency in industrial organizational
configurations. We do this through the implementation of quantum circuits that represent decision networks.
In fact, through hundreds of simulations in each case, we derive insightful conclusions relevant for the organi-

zational leader and decision maker. The cases under study are the following:

* Section 4.1. The case of two qubits: one reports to one.
* Section 4.2. The case of three qubits: two report to one.

* Section 4.3. The case of three qubits: one reports to two.
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Figure 4.1: Case study framework two qubits: one reports to one in which the respective node alignment
probeabilities are parametrized.

We choose these configurations because they represent the essential motifs which adequately combined

through the concepts presented in Chapter 3 yield any strategic organizational design configuration.

4.1 THE CASE OF TWO QUBITS: ONE REPORTS TO ONE

In this section we investigate how the relationship with a subordinate who reports to an Industry 4.0 leader and
influences her alignment. We intend to expand the previously presented concepts by studying the simplest case
of two organizational agents, a subordinate 4 reporting to another agent B represented in Figure 4.1, that will
be simulated by means of a two-qubit quantum circuit. We do this through the implementation of quantum
circuits that represent decision networks. In fact, through the quantum simulation of strategic organizational
design configurations through five hundred simulations of quantum circuits, we conclude that there is an in-
fluence of the subordinate on the leader that resembles that of a harmonic under—-damped oscillator around
the value of 50% probability of alignment for the leader. Likewise, we have observed a self similar behavior in
this type of relationships, which seems to conjecture that there is an exchange of energy between the two agents
that oscillates with greater or lesser amplitude depending on certain parameters of interdependence. Self simi-
larity in this QSOD context allows for a quantification of these complex dynamics and its pervasive eftect ofters

robustness and resilience to the 2 qubit interaction.
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Our goal is to determine the probability of alignment of agent B, P(B = |0)), as a function of the alignment
probability of agent 4, given by P(4 = |0)) = z, and the conditional alignment probabilities between agents
Aand B, givenbyx = P(B = |1)|4 = [0)) € [0,1]]andy = P(B = [1)|4 = |1)) € [0,1]. This
is achieved through the simulation of more than soo different quantum circuit configurations in which the
relative alignment probabilities x, y, z € [0, 1] vary and P(B = |0)) = f(x, y, 2) is measured. In this section we
present relevant conclusions about the alignment probabilities of the higher hierarchy agent depending on the
alignment state of the leadership relationship.

The rest of the section hereinafter continues as follows: first Section 4.1.1 begins with a description of the
configuration of the quantum circuit computations necessary to simulate the outlined 2-qubit organizational
design configuration. Second, Section 4.1.2 presents the case study that will simulate numerous quantum cir-
cuits, varying the mentioned parameters in order to obtain an optimal configuration of them. Third, in Sec-
tion 4.1.3 we discuss the results obtained and propose an interpretation in perspective of previous studies and

of the working hypotheses.

4.1.1 QUANTUM STRATEGIC ORGANIZATIONAL DESIGN CIRCUIT — Two QUBITS ORGANIZA-

TIONAL DESIGN CONFIGURATION

In this case, two qubits are utilized, and therefore their aggregated state can be determined utilizing the tensorial
product of the individual qubits. The multiple qubit state can be expressed as a linear combination of the |0)
and |1) states, then the aggregated state can be represented as in Equation 2.4.

Our initial hypothesis is that there is much intrinsic value for any organizational leader in Industry 4.0,
to know their alignment status with the company’s strategic objectives. Moreover, not only it is important for
them to know, but the company has a great interest in having its leaders aligned with its strategic objectives, since
this is expected to increase its overall organizational efficiency and effectiveness. We focus on finding answers
to the question of how to maximize the probability of alignment of agent B, P(B = |0)), depending on agent
A’s individual no-alignment probability, z = P(4 = |1)) € [0, 1], and the relative probability of alignment
between the two agents, x = P(B = [1)|4 = |0)) € [0,1]]andy = P(B = |1I)|4 = |1)) € [0,1].
Mathematically speaking, we intend to find the values of (x, y, z) that maximize the function P(B = |0)) =
fx,9,2). In other words, our challenge reduces to finding the values of x, y, z € [0, 1] that maximize following

equation:

P(B = 10)) = (cuca)® + (eneaa)’. (4.1)
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Table 4.1: Case one reports to one: Qubit angles of rotation

Qubit Interpretation Equation

|¥4) Theprobabilityz = P(4 = (1)) of qubit [¥4) tobeinno-alignment 6, = 2arctan , /=

translates into the rotation angle 6.

|¥3)  The conditional probability x = P(B = |1) |4 = |0)) of qubit [¥'5) 6, = 2arctan , /7%=
to be in no-alignment depending on qubit |¥ 4) translates into rota-
tion angle &,.

The conditional probability y = P(B = (1) |4 = [1)) of qubit [¥'5) 6, = 2arctan lyfy

to be in no-alignment depending on qubit |¥ 4) translates into rota-
tion angle 6.

Based on the principles of quantum circuit design that model decision networks presented in Chapter 2,

the quantum circuit that models the interactions presented by Figure 4.1 translates into the quantum circuit

given by:
[¥5) 10)—{U3(%,0,0) - Us(F+,0,0) - Us(3,0,0) - Us(F2,0,0) HAF——  (42)
|\YA> |0> U3(€Z70a 0) U3(7Z'7%777§[) U3(7T>_T7r77§r) /74

This circuit presents two qubits |'¥ 4), with rotation angle &, and initial state |0), and |¥ ) with rotation
angles 6., 6, and initial state |0). The respective interpretation of these rotations and the equations to calculate

them are described in Table 4.1.

4.1.2 CASE STUDY — Two QUBITS ORGANIZATIONAL DESIGN CONFIGURATION

In the case study we proceed, as announced, to simulate a total of soo configurations of the circuit shown
in Equation 4.2. We intend to find the values of parameters x, y,z € [0,1] that maximize the probability of
alignment of the agent B, P(B = |0)). To do this, the parameters x, y € [0, 1] are varied in 10% incremental
intervals in order to make a uniform mapping and create a proper display of the results. However, not all z €
[0, 1] values are relevant. Weare interested in values of z > 0.5, since they indicate that the alignment probability
of the agent 4, P(A4 = |1)), is greater than or equal to 50%. In other words it is equal to or better than a random
process. We map the valuesz C {0.5,,0.75,0.9,0.99,0.9999}, thus generating soo simulations, each with a
run of 3.5 seconds, giving a total computation time of 1750 seconds. The circuits were simulated on gzskzt tool
and the code and results can be accessed in this https://osf.i0/9tc7u/?view_only=89c7c2a7276242328a50

6339735334d. We summarize the obtained results in Figure 4.2 by representing P(B = |0)) = f(x,y,2) asa
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function of x, y,z € [0,1].
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Figure 4.2: Case Study One Reports to One. Results obtained for P(B = |0)) for different values of the no—
alignment probability of agent 4,z = P(4 = |1)). (a) P(A=|1))=0.50, (b) P(A=|1))=0.25, (c) P(A=|1))=0.1,
P(A=|1))=0.01, (€) P(A=|1))=0.0001.

These results shown in Figure 4.2 indicate that by increasing the alignment probability of the lower node,
decreasing P(A=|1))), the alignment probability of the upper node behaves as an underdamped oscillator. We
can observe in Figure 4.2 that the first partial derivatives of the two dimensional functions f{x, y) = P(B = |0))

with changingx = P(B = |1) |4 = |0)) and with y = P(B = |1) |4 = |1)), given respectively by Of(x, y) /Ox
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and Of{x, y)/Dy. We represent the values of f{x, y) = P(B = |0)) asa functionof y = P(B = [1) |4 = |1)) in
Figure 4.3(a). As weindicate in Figure 4.3(b), each [o.1] interval of interval of y = P(B = |1) |4 = [1)) contains
ten values of x € [0, 1]. In more detail, Figure 4.2(a) describes the alignment state of agent B, P(B = |0)), for
different values of conditioned alignment probability between agents 4 and B,x = P(B = |1) |4 = |0)),y =
P(B = |1) |4 = |1)) € [0,1], being the alignment probability of agent 4 P(4 = |0))=1 — P(4 = |1))=50%.
Figure 4.2(b) describes the alignment state of agent B, P(B = |0) ), for different values of conditioned alignment
probability between agents 4 and B,x = P(B = |1)|4 = |0)),y = P(B = |1) |4 = |1)) € [0,1], being the
alignment probability of agent 4 P(4 = |0))=1 — P(4 = |1))=75%. Figure 4.2(c) describes the alignment
state of agent B, P(B = |0)), for different values of conditioned alignment probability between agents 4 and
B,x = P(B = 11)|4 =10)),y = P(B=|1)|]4 = |1)) € [0,1], being the alignment probability of agent
AP(4 =10))=1— P(A = |1))=90%. Figure 4.2(d) describes the alignment state of agent B, P(B = |0)), for
different values of conditioned alignment probability between agents 4 and B,x = P(B = [1) |4 = [0)),y =
P(B = 1) |4 = |1)) € [0,1], being the alignment probability of agent 4 P(A4 = [0))=1 — P(A4 = [1))=99%.
Figure 4.2(¢) describes the alignment state of agent B, P(B = |0)), for different values of conditioned alignment
probability between agents 4 and B,x = P(B = |1) |4 = |0)),y = P(B = |1) |4 = |1)) € [0,1], being the
alignment probability of agent 4 P(4 = |0))=1 — P(A4 = [1))=99.99%.

If we increase the granularity of the mapping of the quantum circuits in search of a self similarity within
their behavior, and we make a mapping of the y = P(B = [1) |4 = (1)) € [0, 0.1] for values of ¢ = P(4 =
1)) = 0.1, then we obtain the results of Figure 4.4(b). Similarly as in the previous diagrams, each [0.01] interval
of y = P(B = |1) |4 = |1)) contains ten values of x € [0, 1] for values of z = P(4 = |1)) = 0.1.

In the following Section 4.1.3 we discuss these results in detail.

4.1.3 DiscussioN - Two QUBITS ORGANIZATIONAL DESIGN CONFIGURATION

We now proceed to discuss the results systematically. We begin by discussing Figure 4.3 which describes the
change in the alignment probability of the agent B described by the function flx,y) = P(B = |0)), with
increasing values of the relative alignment probability of B, depending on A, given by y = P(B = |1) |4 =
1)) € [0, 1]. Before we do so, a gentle reminder for the reader that taking into consideration Bayes’s theorem,

this probability can be expressed by:

P(B=10)N4 =)
P4 = 1))

y=PB=)d=))= (4-3)

This means that growing values of the relative probability of agent B alignment, conditioned to agent 4
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Figure 4.4: Case Study One Reports to One. Detail of results of P(B = |0)) for P(4 = 1) = 0.1. (a) Detail
of results of P(B = |0)) withy = P(B = [1) |4 = |1)) € [0,1]. (b) Enlarged view of results of P(B = |0))
withy = P(B = |1) |4 = |1)) € [0,0.1].

being in not-alignment, are caused by growing values of the intersection P(B = [1) N 4 = [1)). In other
words, increasing values of the counter P(B = [1) N 4 = |1)) express that the probability of intersection of

B =0) and 4 = [1) is high and therefore both present similar states.
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Accordingly, following results can be enumerated:

Rr.1. In general we can say that the probability of alignment of agent B, f{x, y) = P(B = |0)), oscillates
consistently around the value 0.5 as a harmonic underdamped oscillator for different values of z = P(4 = |1))
which is the equilibrium state of the system. This is plausible.

Ri.2. At the scale represented of in Figure 4.3(a) we observe that the angular frequency of this oscillator
changes for different values of y = P(B = 1) |4 = |1)) and therefore we can separate the behavior of the
function in three different regions, marked in Figure 4.3(a), and depicted in Figure 4.3(b) in detail.

R1.3. Forvaluesof y = P(B = |1) |4 = |1)) € (0.2,1], the probability of alignment of agent B, f{x, y) =
P(B = |0)), oscillates consistently around o.5 with a minimal amplitude for all values of z = P(4 = |1)).

Ri1.4. Forvaluesof y = P(B = |1)|4 = [1)) € (0.1,0.2], the probability of alignment of agent B,

fAx,y) = P(B = |0)), oscillates consistently around o.5 with an exponential decay that consistently increases
withl —z = P(4 = |0)).

Ri.s. Forvaluesof y = P(B = [1)|4 = |1)) € [0,0.1], the probability of alignment of agent B,
Ax,y) = P(B = |0)), oscillates consistently around o.5. The oscillation presents an exponential decay for
1—z=P(4=|0)) €[0.5,0.9), and presents no decay for values of 1 — z = P(4 = [0)) > 0.9.

R1.6. But the most striking observation of all is that if we increase the mapping of the circuits by a factor
of 10, as shown in Figure 4.4(b) in which we make a mapping of the y = P(B = |1) |4 = |1)) € [0, 0.1] with
[o.01] intervals for P(4 = |1) = 0.1, we observe the same behavior as with the mapping of the y = P(B =
1) |4 = |1)) € [0,1] with [o.1] intervals for P(4 = |I) = 0.1 shown in Figure 4.4(a). The results R1.1—
R1.s are valid for both mapping intervals. The parameters (exponential decay, displacement, amplitude, and
phase) of the signals represented in Figure 4.4 are very similar. Only the frequency is inversely proportional to
the mapping interval, hence scaling the oscillation shape, and suggesting that the two graphics depict a similar
process. This means that the behavior of this system is self similar. This has powerful implications which we
discuss in the conclusions.

We can summarize the main take—away of this study with the following statement: the case of 2 qubits
shown by QSOD, allows us to affirm that when the strategic objective of the organizational design is to increase
the alignment of a process owner, increasing the network by adding a support agent is mostly likely to have no
effect at all in the performance of the agent being reported to. We learn this from Ri.1. In fact, the probability
of alignment of the original agent oscillates always around the random state.

From result R1.2, R1.3, R1.4, and R1.5 we also observe that there is an exchange of energy between the

original agent and the added agent, so that the alignment probability of the original agent can be positively
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influenced for low levels of intersection between the alignment probability of the original agent and the added
agent. This could be interpreted to mean that the original agent can benefit from the presence of its new partner
as long as the new partner provides process information. In other words, if the added agent is able to explain
some of the variability in the value creation process that could not previously be explained by the original agent,
then the asymptotic stability probability of the original agent will increase. The immediate consequence of
this reading is that to add hierarchy levels to strategic design models of organizations, it is necessary to
ensure the asymptotic stability of the lower agents before implementing a stable aggregation. It is im-
portant to highlight at this point that, in the context of QSOD, a hierarchy does not only describe the rather
classical hierarchical relationship between agents but rather a reporting relationship. This concept is more in-
clusive as it includes the relationship between an agent and his/her boss, but also the relationship between an
agent and his/her customer, or the relationship between an agent and a supplier. This approach helps therefore
model interactions between organizational process owners and this interactions can be potentially be scaled to
any organizational context, included small and medium enterprises. This finding is very powerful for industry
leaders, as well as for Strategic Organizational Design scholars because it imposes a severe constraint to ensure a
sustainable and stable growth of Industry 4.0 organizations.

The implications of result R1.6 are profound and reveal the essence of what some call the self similar orga-
nization. The interaction of two process owners reveals an energy interchange that oscillates with more
or less amplitude depending on certain parameters — the conditional alignment probabilities. But what
is really striking is that, independently of the granularity in which these parameters are observed, the oscillation
always follows the same pattern. Such pattern is expressed by the results R1.1—R 1.5 and represents the corner-
stone of the bilateral interaction under study. Self similarity in this QSOD context allows for a quantification

of these complex dynamics and its pervasive eftect offers robustness and resilience to the two qubit interaction.

4.2 THE CASE OF THREE QUBITS: TWO REPORTS TO ONE

The goal of this section is to explore how the relationship between two subordinates reporting to a leader influ-
ences the alignment of the latter with the company’s strategic objectives within an Industry 4.0 environment.
We represent the individual process owner, a complex network node in Industry 4. o represented in the form
of a decision graph [55], as a quantum computing unit or qubit [82, 92]. Through the quantum simulation of
strategic organizational design configurations through five hundred quantum circuit simulations we conclude
that the alignment probability of the leader is never higher than the average alignment value of his subordi-

nates, i.c., the leader never has a better alignment than his subordinates. In other words, the leader cannot
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Figure 4.5: Case study framework three qubits: two report to one in which the respective node alignment
probeabilities are parametrized.

present asymptotic stability larger than that of his subordinates. The most relevant conclusion of this section
is the clear recommendation to the leaders of Industry 4.0 not to add hierarchical levels to their organization if
they have not achieved high levels of stability at lower levels.

In the previous Section 4.1 we showed how the interaction between two agents, an industrial leader and a
subordinate reporting to her, can be interpreted as a dissipative oscillatory system in underdamped mode. In
this section, we add an additional node to this configuration. As shown in Figure 4.5, we investigate the case of
two subordinate (sender) agents 4 and B, reporting simultaneously to a (receiver) leader C. As in the case above,
the sender and receiver organizational agents are simulated by means of a three-qubit quantum circuit. We aim
to investigate the leader’s probability of alignment with the strategic objectives of the organization, depending
on the state of his subordinates and their respective probabilities of alignment between them.

Our goal is to establish the alignment probability of agent C, P(C = |0)), as a function of the alignment
probabilities of agents 4 and B and the alignment probabilities between agent C and agents 4 and B. This is
accomplished by simulating hundreds of different quantum circuit configurations. We present in this section
significant findings on the alignment probabilities of the highest-ranking agent depending on the alignment
state of their lower rank subordinates.

The rest of the section hereinafter continues as follows: first, Section 4.2.1 begins with a description of

the configuration of the quantum circuit computations necessary to simulate the outlined 3—qubit organiza-
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tional design configuration. Second, Section 4.2.2 presents the case study that will simulate numerous quantum
circuits, varying the mentioned parameters in order to obtain an optimal configuration of them. Third, in Sec-
tion 4.2.3 we discuss the results obtained and propose an interpretation from perspective of previous studies

and of the working hypotheses.

4.2.1 QUANTUM STRATEGIC ORGANIZATIONAL DESIGN CIRCUIT — THREE QUBIT ORGANIZA-

TIONAL DESIGN CONFIGURATION: TWO REPORT TO ONE

Figure 4.5 shows the three-qubit system under study. As explained in [89, 92], this requires the use of an addi-
tional ancilla-qubit 4*, whose state is given by [¥*), that will allow us to use certain quantum operations that
would otherwise be unfeasible. As a consequence, we are faced with a four qubit system whose aggregate state
can be expressed as the tensorial product of the individual qubits. The multiple qubit state can be expressed as

alinear combination of the |0) and |1) states, then the aggregated state can be represented by.

V) = [¥4) @ [¥p) @ ¥c) ® [¥F) =
= aobocody |0000) + agbocod; |0001) + aobocidy |0010) + agboerdy [0011) +
+ agbicody [0100) + a0bicody |0101) + agbierdy [0110) + aobycidy |0111) + (4-4)
+ arbocody [1000) + a1bgcody [1001) + a1bgerdy [1010) + a1bgcidy |1011) +

+ a1by1cod) |1100> + a1b1cody ’1101> + a1b1ady ’1110> + a1b1ad; ’1111> ,

) =a0|0) +ar|l), a;€C?,
[¥g) = bo |0) + by |1), b€ C?,
Yc) =c]0) +all), ¢eC?,

Y*) =dy|0) +di]1), d;eC

Thus it can be said that the quantum system of 4 gubits can be described by a 2*-dimensional complex unit
vector.

An initial hypothesis of this section is that the leader of the Industry 4.0 organization benefits from know-
ing its alignment status with the strategic objectives of the organization. That is why we will focus on finding
answers to the question of how to maximize the probability of alignment of node C, P(C = |0)), depending on
the individual alignment probabilities of the 4 and B root nodes, as well as their respective relative probabilities

between the nodes given by:



* Probability of alignment of node 4.1 — z; = P(4 = [0)) =1 — P(4 = |1)).
* Probability of alignment of node B.1 — 2, = P(B = [0)) =1 — P(B = |1)).

* Probability of no-alignment of node C conditioned to the state |11) of the waveform |¥4) @ [¥p).

x=P(C=|1)|4,B = 11)).

* Probability of no-alignment of node C conditioned to the state [10) of the waveform |[¥,) ® [¥p).

1 =P(C=1)|4,B = [10)).

* Probability of no-alignment of node C conditioned to the state |00) of the waveform [¥4) ® [¥3).

v = P(C = |1) |4, B = |00)).

* Probability of no-alignment of node C conditioned to the state |01) of the waveform [¥V4) ® [¥3).

v, =P(C=11)|4,B=|01)).

Mathematically speaking, we intend to find the values of (xi, y1, %2, y2, 21, 22) that deliver the maximum

alignment of node C given by:

P(C=0)) = flor, 1, 22, 92, 21, 22) =
= ||laobocodo ||* + ||aobocod: ||*
+ [|laobicodo|)* + ||aobrcod || (4-5)
+ [|arbocodo] |* + ||arbocods ||
+ ||arbrcodo]| |* + ||arbrcodh||*-

We will base on the principles of quantum circuit design presented in Chapter 2, to present the quantum
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Table 4.2: Case two report to one: Qubit angles of rotation

Qubit Interpretation Equation

[¥4) The probability 21 = P(4 = [1)) of qubit [¥,) to be in not- &, = 2arctan , /-
alignment translates into the rotation angle &,,.

|¥5)  The probability zo = P(B = [1)) of qubit [¥) to be in not- &, = 2arctan , /2
alignment translates into the rotation angle &, .

[¥¢)  The probability xy = P(C = [1)|4,B = [11)) of qubit [¥¢) to &, = 2arctan | /{2
be in not-alignment depending on the probability of the waveform
|V 4) ® |¥p) to be in the state |11) translates into rotation angle &, .
The probability yy = P(C = [1)|4,B = [10)) of qubit [¥¢) to 6, = 2arctan -
be in not-alignment depending on the probability of the waveform
¥ 4) ® |¥3) to be in the state [10) translates into rotation angle 6,
The probability x, = P(C = [1) |4, B = |00)) of qubit [¥¢) to &, = 2arctan | /%
be in not-alignment depending on the probability of the waveform
¥ 4) ® |'¥p) to be in the state |00) translates into rotation angle &,,.

The probability y» = P(C = [1)|4,B = [01)) of qubit [¥¢) to &, = 2arctan I{Zyz

B

be in not-alignment depending on the probability of the waveform
¥ 4) ® [¥p) to be in the state [01) translates into rotation angle &), .

|'¥*)  Theancilla qubit |[¥*) is a support qubit and as such is not subject to
any probability rotation.

circuit that represents the interactions of the decision network sketched in Figure 4.5 expressed by:

[Ye) \ U;(’Té‘ho, 0) Uﬂ%,o.o) . (4-6)

) o

%) {0 0]
) 00

I¥e) —@| Uy(22,0,0) & 13(%.0.0)| Us(“21,0,0) Us(%,0,0)
¥)

) Uy(m, . 5)

. Uy(m, 5, 5)

¥e) —@ Us(=22,0,0) EQ

¥

¥5) A

This circuit in Equation 4.6 presents four qubits |¥ 4), |¥g), |¥Y¢), | ¥*) which are rotated through quan-
tum operators. The respective interpretation of these rotations and the equations to calculate them are de-

scribed in Table 4.2..



4.2.2% CASE STUDY — THREE QUBITS ORGANIZATIONAL DESIGN CONFIGURATION: TWO RE-

PORT TO ONE

In order to ensure replicability and validation of the results obtained, the source code for the simulations is
available under the https://osf.io/vzhpg/?view_only=0f890f0f93e3487390cb3d8a6774fc40 which was
created with Jupyter Lab Version 1.2.6.

In this case, we are going to proceed to the simulation of quantum circuits that allow elucidating which
is the combination of rotations (probabilities) that provides a maximum alignment of the node C, given by
P(C = ]0)). As shown in Equation 4.5, the function P(C = [0)) = flxi,y1,%2,72,%1,22) depends on
six parameters and a brute-force search with 10% incremental intervals, as for example was done in Section 4.1,
would be computationally very demanding. Thatis why we are forced to supervise the search algorithm, limiting
the parameters to certain plausible intervals where we know the maximum can be found. The first observation in
this sense is that the network presents symmetry. Figure 4.5 shows thatas far as node Cis concerned, nodes 4 and
Bare positioned symmetrically and at the same distance. This allows us to say that the search field can be reduced
considerably. Furthermore, we know from Section 4.1 that the probability of alignment of a superior node is
bounded by the probability of alignment of its subordinate. As a consequence, due to the network’s symmetry,
it can be hypothesized that the probability of alignment of node Cafter alignment, P(Cp,yy = [0)), has an upper
bound given by z the mean alignment probabilities of its subordinates, P(4 = |0)) and P(B = |0)), given by:

(1—z)+(1—

7= - 2) L PG = |0)). (47)

Finally, taking this into account, and given that the probability P(C,, = |0)) lower than a random process
is not of interest, and limit our study to values of z that are bigger than o.s.

Taking into account the previous premises, we have made more than 400 quantum circuit simulations
for fixed values of 7 € [0.5,1] and numerous values of [x1, y1,x2, 2] € [0,1]. The results, together with
a polynomial regression curves, are shown in Figure 4.6. These regression curves are represented with a 5%
confidence interval that resemble the uncertainties associated with quantum circuit calculations. The regression

curve that fits the upper bound for P(Cyu = |0)) and its R-squared R? factor is described by:

P(Cpoy = |0)) = 1.79158% — 1.6672 + 0.9 ; % € [0.5, 1],
- (4.8)
R? = 0.997.

The regression curve that fits the lower bound for P(Cy,, = |0)) and its R—squared R* factor is described
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Figure 4.6: Case Study Two Reports to One. Alignment probability of upper node, P(Cpoyr = |0)), is lower—
and upper- bound for different values of the mean value of alignment probabilities of subordinates, z € [0.5, 1].

by:

P(Cpoe = |0)) = 1.0612> — 1.4892 4 0.78 ; Z € [0.5,1],
(49)
R* = 0.866.

The green area in Figure 4.6 includes the entire search spectrum for different values of [x1, y1,x2, 72| €
[0,1]. In Figure 4.7 we represent the values of P(Cp,y = [0)), with a fixed Z = 0.99, for values of [x1, y1] €
[0.1,0.3,0.5,0.9]. In Figure 4.8 we represent the values of P(Cyuy = |0)), with a fixed 2 = 0.99, for values of
[v2, 7] € [0.1,0.3,0.5,0.9].

In the following Section 4.2.3 we discuss these results in detail.

4.2.3 DiscussioN — THREE QUBITS ORGANIZATIONAL DESIGN CONFIGURATION: TWO RE-

PORT TO ONE

We now proceed to discuss the results systematically. We will start by discussing Figure 4.6 that describes the
relationship between the average alignment probability z € [0.5,1] of the subordinate nodes 4 and B with the
alignment probability of the upper node C, P(Cpy = |0)). In this way, the following results can be summa-
rized:

R2.1. As hypothesized in Equation 4.7, the alignment probability of node C is never greater than the
mean alignment probability of its subordinate nodes 4 and B given by z € [0.5,1]. This means that in the

presented configuration of two nodes reporting to a third one, the node being reported to can never reach a
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Figure 4.7: Case Study Two Reports to One. Results obtained for P(Cp,; = [0)) for different values of we
represent the values of P(Cp,y = |0)), with a fixed 2 = 0.99, for values of [x1, y1), %2, y2] € [0.1,0.3,0.5,0.9].
(@) x1 = P(Cpor = [1) |4, B = [11)) (b) 1 = P(Cpose = |1) |4, B = [10))

higher alignment probability than those presented by its subordinates.

We can formulate this result with the following statement: the alignment probability of a node to which
two nodes report cannot be greater than the average of the alignment probability of these. In other words, the
alignment probability of a boss can never be greater than the average of the alignment probability of
his two subordinates. The implications of this are very powerful and relevant for leaders and organizational
design scholars alike. On the one hand, this means that in order to increase the level of organizational hierarchies
and preserve asymptotic stability towards the organizational strategic objectives, and therefore the low levels of
associated variability, it is necessary that the lower levels present such a high or superior stability. This seems
to indicate that we can only expand an organization to higher levels of complexity by adding new hierarchical

layers if we have achieved high levels of stability at the lower levels. This fact is in accordance with previous

70



(=]

=
w

= ¢
Zos ¢+ \
I
o
& 07 o
ke
w
2086
o
=
ns
0.4
0.1 0.5 0.7 0.9
Values of x; = PIC = |1 = |A, B = |00 = ) whith fixed 2= 0.99
(a)
1.0 — 1
09

=(0=)
o o
~ @
®

ol
o
k=]
w
2086
o
=
05
0.4 ——
0.1 0.5 0.7 0.8
Values of y; = PIC = |1 = |A, B = |01 = ) whith fixed Z= 0.99
(b)

Figure 4.8: Case Study Two Reports to One. Results obtained for P(Cp,; = [0)) for different values of we
represent the values of P(Cp,y = |0)), with a fixed 2 = 0.99, for values of [x1, y1), %2, y2] € [0.1,0.3,0.5,0.9].
(@) x2 = P(Cpoor = [1) |4, B = 100)) (b) y2 = P(Cpoee = [1) |4, B = |01))

results presented in [88].

R2.2. The amplitude of possible alignment states of node C, increases with increasing values of z € [0.5, 1]
and is obtained by subtracting Equations 4.8 and 4.9. The green shaded area indicates the possible values of
this probability, which will be obtained by varying the coefficients [x, y1, %2, y2] as already indicated.

This result is in accordance with the results obtained previously in Section 4.1 of one node reporting to
another. Also, x1 = P(Cpy = |1) [4,B = [11))=p1 = P(Cpoe = |1)|4,B = [10)) and 5y = P(Cpor =
1) |4, B = [00))=y> = P(Cposy = |1) |4, B = |01)) then we have the case of a perfectly aligned node, and the
problem is reduced to the case presented in [88] of one node reporting to another.

Rz2.3. In Figure 4.7 and Figure 4.8 we indicate, by means of a boxplot, how the alignment probability

P(Cpo = |0) behaves within its bounds. In both cases we observe how this probability has a lower bound. In
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Figure 4.7 this lower bound is given by the relative probability of alignment of P(Cpm = |0), conditioned to
the states x; = P(Cpoy = |1) [4,B = [11)) and y1 = P(Cpor = |1) |4, B = [10)) respectively. This means
that given x1 = P(Cpor = (1) |[4,B = |11)) or y1 = P(Cppy = |1) |4, B = [10)) are in the indicated states,
the probability of alignment P(Cp,; = |0) is equal or bigger. In Figure 4.8 this lower bound is given by the
relative probability of alignment of P(Cyu = |0), conditioned to the states xy = P(Cpor = [1) |4, B = |00))
and y» = P(Cpoe = [1) |4, B = |01)) respectively. This means that given x; = P(Cyue = [1) |4, B = [00)) or
92 = P(Cpor = [1) |4, B = |01)) are in the indicated states, the probability of alignment P(Cpy; = |0) is equal
or bigger.

If we compare the results shown in Figure 4.7 and Figure 4.8 presented in R2.3 with the results obtained in
Section 4.1 that show the case of a node reporting to another one, it can be inferred that the addition of a new
node reporting to the superior node adds stability to the set. In other words, the harmonic underdamped
oscillation that was observed between the alignment states in the case of one node reporting to another, has dis-
appeared in the case of two nodes reporting to a third. This seems to indicate that the additional node provides
additional stability to the organizational system.

The results obtained studying the QSOD case of 3 gubits, in which two reports to another, opens new
interesting research questions. In order to continue offering a valuable contribution to Industry 4.0 leaders and
the research community in general, the next step to take in this line of research focus on studying the behavior

of other 3 qubits QSOD configurations that are shown in Section 4.3.

4.3 THE CASE OF THREE QUBITS: ONE REPORTS TO TWO

In this section we explore how the relationship between one subordinate reporting to two leaders influences
the alignment of the latter with the company’s strategic objectives within an Industry 4.0 environment. We do
this through the implementation of quantum circuits that represent decision networks. This is done for two
cases: one in which the leaders do not communicate with each other, and one in which they do. Through the
quantum simulation of strategic organizational design configurations through five hundred quantum circuit
simulations, we conclude that in the first case both leaders are not simultaneously in alignment, and in the
second case that both reporting nodes need to have an alignment probability higher than 90% to support the
leader node.

In the previous Section 4.1 we showed how the interaction between two agents, an industrial leader and a
subordinate reporting to her, can be interpreted as a dissipative oscillatory system in underdamped mode. As

we illustrate in Figure 4.9, in this section we add a twist to these configurations by simulating the configuration
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Figure 4.9: Case study framework three qubits: one reports to two in which the respective node alignment
probeabilities are parametrized.

in which one subordinate (sender) agent 4 node reports to two others (receivers) B and C in two cases: when
the nodes receiving the report do not communicate with each other, and when they communicate with each
other. These organizational configurations under study are indeed extremely relevant since they represent basic
strategic organizational design configurations such as the relationships of hierarchically related agents (vertical
relationships) or supplier—customer interactions along the value stream (horizontal relationships). In the fig-
ure we show the respective topological equivalent configurations to each case. We aim to investigate the leader’s
probability of alignment, with the strategic objectives of the organization, depending on the state of his subor-
dinates and their respective conditional probabilities of alignment between them.

Our objective is to establish the alignment probability of agents B and C, P(B = |0)) and P(C = |0))
respectively, in dependence of the alignment probability of agent 4 and the conditional alignment probabil-
ities between agents 4, B and C. This is accomplished by simulating hundreds of different quantum circuit
configurations.

The section continues as follows: first, Section 4.3.1 begins with a description of the configuration of the
quantum circuit computations necessary to simulate the outlined 3—qubit organizational design configuration.

Second, Section 4.3.3 presents the two case studies describing the two presented configurations: (I) describing
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the case in which agents B and C have no communication between each other, and (II) describing the case in
which agents B and C have communication between each other. Throughout the simulation of numerous
quantum circuits, varying the mentioned parameters, an optimal configuration of them is sought for. Third,
in Section 4.3.4 we discuss the results obtained and propose an interpretation in perspective of previous studies

and of the working hypotheses.

4.3.1  QSOD CIrcUITS - 3 QUBIT ORGANIZATIONAL DESIGN CONFIGURATIONS: ONE REPORTS

TO TWO

Analogue to the previous sections, an initial hypothesis of this section is that the leader of the Industry 4.0
organization benefits from knowing its alignment status with the strategic objectives of the organization. That
is why we will focus on finding answers to the question of how to maximize the probabilities of alignment of
nodes Band C, P(B = |0)) and P(C = |0) ) respectively, depending on the individual alignment probabilities of
the root node 4, as well as their respective relative probabilities between the nodes given by different parameters

in the two announced cases of study.

4.3.1.1  QUANTUM CIRCUIT - CASE] - AGENTS BAND CHAVE NO COMMUNICATION BETWEEN

EACH OTHER.

In this case, as shown in Figure 4.91, we will represent a three-qubit system. As explained in Chapter 2, this
requires the use of three qubits |¥ 4), [ ¥ ) and |¥¢). It should be noted that since the system is symmetrical,
the position of the nodes (B) and (C) are interchangeable. We are faced with a three qubit system whereby the
combined state can be described as the tensor product of the individual qubits. The multiple qubit states can

be expressed as a linear combination of the |0) and |1) states, and the aggregate state can then be represented by:

V) = |Y4) ® |Y5) @ [Yc) =
= a0boco [000) + aoboc; [001) + agbico [010) + agbicy |011) (4.10)
+ a1boco |100) + a1boey [101) + a1bico [110) + 216y [111),
where:
Y1) =a0l0) +a1]l) a;€C?
[¥p) = bo |0) + b1 [1) b€ C?

Yc) =c0[0) +all) ¢ eC?
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Thus it can be said that the quantum system of 3 gubits can be described by a 23-dimensional complex unit
vector.
To describe the case in which agents Band Chave no communication between each other we need following

parameters:
* Probability of alignment of node 4.1 — z; = P(4 = [0)) =1— P(4 = |1)).

* Probability of no-alignment of node B conditioned to the state of alignment of node 4.x; = P(B =

1) |4 = 10)).

* Probability of no-alignment of node B conditioned to the state of no-alignment of node 4. y =

PB= 1) |4 = [1)).

* Probability of no-alignment of node C conditioned to the state of alignment of node 4. x, = P(C =

1) |4 = 10)).

* Probability of no-alignment of node C conditioned to the state of no-alignment of node 4. y, =

P(C= )4 =1)).

Mathematically speaking, we intend to find the values of (x1, y1, %2, y2, 21) that maximize the functions
P(B = 10)) = fi(x1,91,%2,92,21) and P(C = |0)) = gs(x1,91,%2,¥2,21). In other words, our challenge

reduces to finding the values of [x1, y1, %2, y2, z1]all € [0, 1] that maximize both following equations:

P(B = |0>) :ﬁ(xb}’tha)’Z,ZI) = Hd()b()f()”z + Hélobquz + HdlbOCOHZ + \|41[70€1|’27 (4.11)

P(C: ‘0>) :gf(xl,yl,xz,yz,zl) = Hﬂobofo”z + HdoblCon + Héﬁbofo”z + Hﬂlblfon. (4-12)

Based on the principles of quantum circuit design exposed in Chapter 2, we present the quantum circuit
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Table 4.3: Case one reports to two without communication: Qubit angles of rotation

Qubit Interpretation Equation

[Y.4) The probability 2y = P(4 = (1)) of qubit [¥4) to be in not- &, = 2arctan , /-
alignment translates into the rotation angle .

[¥p) Theconditional probability x; = P(B = [1) |4 = |0)) of qubit &, = 2arctan , /7™
|¥s) to be in not-alignment depending on the probability of
|'¥ 4) to be in the state |0) translates into rotation angle &,,.
The conditional probability y; = P(B = [1) |4 = |1)) of qubit @, = 2arctan lf—lyl
|¥s) to be in not-alignment depending on the probability of
¥ 4) to be in the state |1) translates into rotation angle &,,.

[¥¢) The conditional probability x, = P(C = [1)|4 = |0)) of &, = 2arctan /1%
qubit | ¥¢) to be in not-alignment depending on the probabil-
ity of |¥4) to be in the state |0) translates into rotation angle
Bs, -

The conditional probability y, = P(C = |1) |4 = 1)) of qubit @

2

= 2 arctan

2 1=y

|'¥¢) to be in not-alignment depending on the probability of

|'¥4) to be in the state [1) translates into rotation angle 6,,.
that represents the interactions of the decision network exposed in Figure 4.91 expressed by:
[Ye) 10— Us(%,0,0) B U3(52,0,0) (4.13)
¥5) |0H Us(%,0,0) %}{ Us(=22,0,0) H Us(%,0,0) Us(—52,0,0)

-_T T

‘\I’A> | U3((9217070) U3(7[777§)

¥e) —{ Us(%,0,0) FH Us(=22,0,0) @

['¥'5)

By

‘\I/A> U3(7ra%ﬂa L) ’Z‘

\_l_l

[S1E]

This circuit presents three gubits |¥ 4), |'¥ g) and |¥ ) which are rotated through quantum operators. The

respective interpretation of these rotations and the equations to calculate them are described in Table 4.3.

4.3.2  QUANTUM CIRCUIT — CASE II — AGENTS B AND C HAVE COMMUNICATION BETWEEN

EACH OTHER

In this case, as shown in Figure 4.51II, we will represent a three-qubit system. As explained in Section 2, this

requires the use of an additional ancilla-qubit 4*, whose state is given by [ ¥*), that will allow us to use certain
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quantum operations that would otherwise be unfeasible. As a consequence, we are faced with a four qubit
system whose aggregate state can be expressed as the tensorial product of the individual qubits. The multiple
qubit state can be expressed as a linear combination of the |0) and [1) states, then the aggregated state can be

represented by:

Y) =[Ya) @ [¥5) @ [Y¢) @ [¥F) =
= apbocod |0000) + agbocody |0001) + agbocidy [0010) + a¢bocrd; [0011)
+ aobicody |0100) + agbicody |0101) + agbiaidy [0110) + agbicdy |0111) (4.14)
+ a1bocody [1000) + a1bycody [1001) + a1bocidy |1010) + a1bocidy |1011)

+ a1b1cod ‘1100> + a1bicod; |1101> + a1b1ad, |1110> + a1biad; |1111> ,

|\I/A> = ay |0> + a1 ’1> a; € Cc?

Yg) =bo|0) + by |1) b€ C?

|\ch> = ¢ |0> “+ ’1> ¢ € Cz

|¥*) =do|0) +dy]1) d;,eC?

Thus it can be said that the quantum system of 4 gubits can be described by a 2*-dimensional complex unit
vector.
To describe the case in which agents B and C have communication between each other we need following

parameters:
* Probability of alignment of node 4.1 — 213 = P(4 = |0)) =1 — P(4 = [1)).

* Probability of no-alignment of node B conditioned to the state of no-alignment of node 4. 221 =

P(B=[1)]4 = 1))

* Probability of no-alignment of node B conditioned to the state of alignment of node 4. 255 = P(B =

1) |4 = [0)).

* Probability of no-alignment of node C conditioned to the state [11) of the waveform [¥ 4) ® |¥3).

wy = P(C = |1)|4, B = |11)).

Probability of no-alignment of node C conditioned to the state |10) of the waveform |¥4) ® [¥3).

= P(C: |1> \A,B = |10>)-
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* Probability of no-alignment of node C conditioned to the state |00) of the waveform |¥4) ® [¥3).

o = P(C = [1) |4, B = |00)).

* Probability of no-alignment of node C conditioned to the state |01) of the waveform |¥ ) ® |¥p).

yu = P(C=1)|4,B=[01)).

Mathematically speaking, we intend to find the values of (x11, y11, %21, y21, 211, 221, 222) that maximize the
functions P(B = |0)) = f(x11, y11, %21, Y21, 211, 221, 222) and P(C = |0)) = gyz(x11, y11, %21, Y21, 211, 221, 222).
In other words, our challenge reduces to finding the values of [x11, Y11, %21, Y21, 211, 221, 222]all € [0,1] that

maximize both equations:

P(B =10)) = fu(x11, y11, %21, Y21, 211) =
= Hﬂobofodon + Hdobofoﬂth—i-
+ [laobocrdo| |* + ||arbocodso ||+ (4.15)
+ [laobocrds||* + ||arbocods| >+

+ HﬂlbOCIdOHZ + ||6Zlb()cld1|’2,

P(C=|0)) = g1, yi1, %21, y21, 211) =
= ||aobocodo||* + ||aobocody||*+
+ ||aobicodo]| |* + ||arbocods || (4.16)
= |larbrcodol|* + [|arbocods ||+
= ||laobrcodh||* + ||arbrcodh||*-

Based on the principles of quantum circuit design exposed in Chapter 2, we present the quantum circuit
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that represents the interactions of the decision network exposed in Figure 4.51I expressed by:

I¥e) [0 Us(%,0,0) (f Us(722,0,0) (4.17)
[Y*) |o

|¥s5) | -Ux(%u‘0,0) U3(;9zvl‘0,0) Ux(i%.O‘O) Ug(’Z:n‘(LO)} T

o et ==

[¥c) Us(&zlﬁ-O) ? }u;(L;"l.o,o)}—T—{ux(%u, ‘0)} ’T" U3<;i“~0~0)
[¥*)

[¥5)

1)

[¥e) Us(%,0,0) fT'\ ’m T 4

)

[¥5) Us(z, £, %) A iy

[¥4) Us(m, 52, %) @

This circuit presents four gubits |Y 4), [¥3), [¥¢), [¥*) which are rotated through quantum operators.

The respective interpretation of these rotations and the equations to calculate them are described in Table 4.4.

4.3.3 CASE STUDY — THREE QUBITS ORGANIZATIONAL DESIGN CONFIGURATION: TWO RE-

PORT TO ONE

In the following case study we move on to simulate thousands of configurations of the parameters presented
in the quantum circuit Equation 4.13 and Equation 4.17 to understand those that provide a maximization
of the alignment probabilities of agents B and C, P(B = |0)) and P(C = |0)), given by Equation 4.15 and
Equation 4.16 respectively. The code and additional results can be accessed in this https://osf.io/dg4q9/?v

iew_only=a8348bdee16f4a82b577a8040ad12311. We will evaluate these results in Section 4.3.4.

4.3.3.1  SIMULATION — CASE] -~ AGENTS B AND C HAVE NO COMMUNICATION BETWEEN EACH

OTHER.

As shown in Equation 4.13, in the case of agents B and C with no communication between each other, we find
five variables. As a consequence of Equation 4.10, the sample space is too large to use brute force to explore the
phase space associated with the solutions and therefore we will proceed to set one or more variables and see how
the others behave by means of exploratory graphs.

First of all we investigate the relationship between the alignment of agents B and C when the alignment of

A changes.
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Table 4.4: Case one reports to two with communication: Qubit angles of rotation

Qubit Interpretation Equation

[¥4) The probability z1 = P(4 = [1)) of qubit [¥4) to be in not- &, = 2arctan , /7
alignment translates into the rotation angle 7, .

|¥5)  The conditional probability zo; = P(B = [1)[4 = 1)) of qubit &, = 2arctan , /{2
|'¥'5) to be in not-alignment depending on the probability of |¥ 4)
to be in the state |1) translates into rotation angle &,
The conditional probability 20, = P(B = [1) |4 = |0)) of qubit &,,, = 2arctan | /{72
|'¥'5) to be in not-alignment depending on the probability of |¥ 4)
to be in the state |0) translates into rotation angle &,,.

[¥c)  The conditional probability xi; = P(C = [1) [4, B = [11)) of qubit &y, = 2arctan | /{4
[¥¢) to be in not-alignment depending on the probability of the
waveform ¥ 4) ® |¥3) to be in the state |11) translates into rotation
angle 0,,1.
The conditional probability y;; = P(C = |1) |4, B = |10)) of qubit 6, = 2arctan , /1~ 1}1’11
|¥¢) to be in not-alignment depending on the probability of the
waveform ¥ 4) ® |¥3) to be in the state [10) translates into rotation
angle 6,,,.
The conditional probability xo; = P(C = [1)|4,B = [00)) of 06y, = 2arctan /{2
qubit [¥¢) to be in not-alignment depending on the probability of
the waveform | ¥ 4) ® |¥p) to be in the state |00) translates into ro-
tation angle 0,.,;.
The conditional probability y,; = P(C = |1)[4,B = [01)) of 6, = 2arctan , /lzﬁ
qubit | ¥¢) to be in not-alignment depending on the probability of
the waveform | ¥ 4) ® |¥5) to be in the state |01) translates into rota-
tion angle 8,,,.

|'¥*)  Theancilla qubit |[¥*) is a support qubit and as such is not subject to

any conditional probability rotation.

In Figure 4.10 we show the results of the simulations obtained by representing the alignment probabilities
of agents B and C, P(B = |0)) and P(C = |0)), for each value of 21 = P(4 = [1)) € & and all possible
combinations of {x1, y1, %2, 2} € &, whereas § = {.1,.2,.3, 4, .5,.6,.7,.8, 9}.

Next we show how the alignment of agents B and C changes when the alignment probability of 4 changes,
when the relative probability of not—alignment of Band C conditioned to the not-alignment state of 4 are the
same.

In Figure 4.11 we show the results of the simulations obtained by representing the alignment probabilities
of agents Band C, P(B = |0)) and P(C = |0)), for each value of y; = P(B = |1) |4 = [1)) =y, = P(C =
1) |4 = |1)) € &, and all possible combinations of {z1, x1, %2} € &, whereas & = {0.01,0.05, .1, .2, ..., .9}.

In order to compare these results with those of Section 4.3.3.2 The results of Figure 4.10 and Figure 4.11

are summarized in 3D in Figure 4.12(a) and Figure 4.12(b) respectively.
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4.3.3.2 SIMULATION — CASE II - AGENTS B AND C HAVE COMMUNICATION BETWEEN EACH

OTHER.

As shown in Equation 4.17, in the case of agents B and C with communication between each other, we find
seven variables. As a consequence of Equation 4.14, the sample space is too large to use brute force to explore
the phase space associated with the solutions.

As in the previous case, we intend to investigate the behavior of the alignment probabilities of agents B and
C, P(B = 10)) and P(C = |0)). The results obtained in Section 4.1 indicate that the alignment probability of
P(A4 = |0)) that allows for an alignment of the higher nodes is greater or equal than 90%.

Therefore we set the value of z;; = P(A4 = [1)) € [0.01, .1],and vary accordingly the values of 251 = P(B =
1) |4 = |1) = 220 = P(B = |1) |4 = |0))both € [0.01,0.9], with changing values of x11 = x21 = x21 = Y21,
to observe the change in the alignment probabilities of agents Band C, P(B = |0)) and P(C = |0)).

This is shown in Figure 4.13:

* Figure 4.13(a), and its equivalent in 3D Figure 4.13(b), for P(B = [0)) and P(C = |0)) with fixed

e =PB=1)|4=1) =22 = P(B=|1) |4 = |0))borh € [0.01, 1],

* Figure 4.13(c), and its equivalent in 3D Figure 4.13(d), for P(B = |0)) and P(C = |0)) with fixed

e =PB=1)|4d=1) =20 = PB=]|1)|4d=[0))both € [0.2,.5],and

* Figure 4.13(¢), and its equivalent in 3D Figure 4.13(f), for P(B = [0)) and P(C = |0)) with fixed

en =PB=1)|4d=1) =22 = P(B= 1) |4 = |0))both € [0.6,.9].

4.3.4 DiscussioN — THREE QUBITS ORGANIZATIONAL DESIGN CONFIGURATION: TWO RE-

PORT TO ONE

As announced, in this Section 4.3.4 we proceed to discuss the results R3 obtained from the simulations:
In the case in which agents B and C have no communication between each other, we can derive following

results:

* Rs.1. Agents Band C have an antagonistic alignment probability. The two never have a high probability
of alignment simultaneously. In Figure 4.10 we can see how, for both high and low values of alignment
for node 4, P(4 = |0)) = 0.9 or P(4 = |0)) = 0.1 respectively, the alignment probabilities of agents
B and C have a negative correlation. When one of the two has high alignment probabilities, the other

has low ones.
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Figure 4.13: Case Study One Reports to Two with with Communication. Alignment Probabilities of P(4 =
|0)),P(B = |0)) and P(C = |0)) with z;; = P(4 = |1)) € [0.01, .1] for different values of fixed z5; =
PB=|1)|4 = 1)) = 220 = P(B = |1) |4 = |0)), and combinations of x;; = x21 = x21 = y21. (a) Fixed
221 = z2both € [0.01, .1]. (b) Fixed 221 = z22b0th € [0.01, .1]. (c) Fixed 221 = z22b0th € [0.2,.5]. (d) Fixed
221 = 222b0th € [0.2,.5]. () Fixed 221 = 22200th € (0.6, .9)]. (f) Fixed z21 = 22200th € [0.6,.9)].
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The management conclusion derived from R3.1 for subordinate agent 4 is staggering and somehow
tragic: if the two bosses do not communicate with each other, 4 will never be able to serve them

in such a way that both are simultaneously in alignment. It doesn’t matter what 4 does.

This could lead one to believe that agent 4’s motivation to provide a contribution to the value chain
may be diminished due to the very organizational structure in which he is immersed, regardless of his
capabilities, skills, or attitudes. The organizational design would therefore impose undesirable boundary

conditions for the adequate development of the activity of the subordinate node.

R3.2. Agents B and C only agree by chance. In Figure 4.10 we can see how, as agent 4 approaches its
random alignment probability of 50%, the alignment probabilities of B and C become homogeneous

until reaching the 50% values as well.

The conclusions derived from the R3.2 result are not very encouraging for management either. In case
the two superior agents do not communicate between them, their joint alignment is always around
the point of equilibrium, which is the probability given by the chance. Aslong as the subordinate

node has a higher or lower probability of alignment, their positions will be more or less differentiated.

This would imply that the node would tend not to position itself with either of the two nodes to which
it reports and the expected behavior on its part would be one of a lack of decision-making that could

potentially jeopardize the efficiency of the associated value creation processes.

R3.3. Quantum phase transition with 90% alignment probability of node A. The representations of
Figure 4.11 are particular cases of the general solution of Figure 4.10. In both we can observe a sharp
change of slope of the regression between the alignment probabilities of B and C. This clearly indicates
a quantum phase change at the point where the probability of non—alignment of agent 4 is 10%, P(A4 =

|1)) = 0.1. In more detail, the observed results show:

— As shown in Figure 4.11, if the alignment probability of 4 is very high, P(4 = [0)) > 0.9 (or
P(A4 = |1)) < 0.1), and the probability that Band Care in non-alignment, provided that 4 is in
non-alignment, are equal, y; = P(B = [1) |4 = |1)) = y, = P(C = |1) |4 = |1)), then the
alignment probability of C'is very low and does not vary with the alignment probability of B.

— As shown in Figure 4.11, if the alignment probability of 4 is not high, 0.15 < P(4 = |1)) <
0.90, and the probability that Band Care in non-alignment, provided that 4 is in non-alignment,
areequal, yy = P(B= 1) |4 = |1)) = y» = P(C = |1) |4 = |1)), then the alignment probabil-

ity of B and C present a positive correlation.
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The conclusions derived from the R3.3 confirm the results obtained in [88]: only a strong alignment
probability at lower reporting levels enables alignment at higher levels. We have shown that this

threshold is set by 90%.

To grow the organizational network towards strategic objectives, it is necessary to ensure asymptotic
stability at the operational levels of the organization. These lower levels are generally the levels closest to

the creation of value and it seems logical that they are the sustaining base of the organizational structure.

In the case in which agents B and C have communication between each other, we can derive following

results:

* R3.4. When B and C are entangled, they work as one. As shown in Figure 4.13(a), when x; = x23; =
X1 = Y = 221 = z22all €]0,0.1] U [0.9,1], the quantum circuit is identical to that of one qubit

reporting to other qubit shown in Section 4.1, and behaves in a similar manner.

The conclusions derived from the R 3.4 result s that high levels of alignment in both reporting agents

A and B do not imply a high level of alignment of node C.

When B and C present high levels of alignment, high levels of alignment on node C are only attained
for an entangled system in which 4, B and C are highly dependent, given by the condition x1; = %1 =

X721 :}/21 =221 = 222411 6]0, 01} @] [09, 1[

* R3.5. Agents B and C interchange energy. Lowering the probability of alignment of node B, P(B =
|0)), which can be understood as its energy, while maintaining P(4 = 1)) € [0.01,.1], shows how
P(C = |0)) behaves with changing x;; = x21 = %21 = y21 = 221 = 222. The curves shown quantify
this interaction.

The conclusions derived from R 3.5 show that the interaction between the superior agents 5 and C
becomes manifest when the alignment probability of 4 is fixed at values higher than 9o%. Both

superior agents B and C present a non-linear interaction, and depending on what agent should be pri-

oritized, strategies can be then taken towards one or toward other.
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Quantum JIDOKA - Integration of Quantum
Computation on a Machine for in—control

Process Visualization

JIDOKA 1s CURRENTLY CONSIDERED A LEAN TOOL that “enables machines to work harmoniously with their
human operators and features intelligent capabilities by automatically stopping a process by man or machine,
in the event of an abnormally, a problem, such as equipment malfunction, quality issues, or late work” [107].
It was introduced by Ohno [42] as one of the two pillars of the Toyota production system, alongside with the
JIT, needed to accomplish the elimination of waste. The Japanese term was translated from the coined term
“autonomation” or “automation with human touch” and its origins traced back to the invention by Sakichi
Toyoda (1867-1930) of a looming machine that would automatically stop as soon as a thread in the machine

teared [42]. The core idea behind JIDOKA is to provide “intelligence” to machines with built-in automatic
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checking systems that would automatically stop to prevent any defective part passing to the next step in the value
stream. In case of an abnormal situation, the intervention of an operator that can be in charge of monitoring
several processes is necessary. Moreover, to eliminate any source of waste, JIDOKA aims at preventing this mis-
take from happening, again, reinforcing a culture of continuous learning and improvement. Thus, itis essential
to identify the defective part as soon as possible, trigger a signal to stop the work center, and even the production
process if necessary, to determine what the root cause for the production of the defective item has been, but also
achieve an effective human—machine interaction. For many years, JIDOKA principles were primarily built on
mechanical tools and devices with electronic components playing an increasing role. Romero et al. [107] de-
scribe three prior generations of JIDOKA systems: mechanical gadgets that avoid mistakes (POKA-YOKE),
visual and audio alarms (ANDON), sensor-based fault diagnosis (JIDOKA rules). The immense possibilities
brought up by Industry 4.0, through digitization and wide availability of low-cost sensors, open the way to uti-
lize these large amounts of data and be able to act on a variety of input variables and handle complex processes
and lead to a new generation JIDOKA 4.0 [107]. The impact of Industry 4.0 in the evolution of JIDOKA 4.0

is described in what follows.

WTHE MAIN CORE OF JIDOKA, WHICH IS THE STOPPING OF THE MACHINE, CAN ONLY BE ONE OF THE
FIRST STEPS as still no further production should take place until the operator has found the mistake. This has
been one of the main reasons why many companies, outside Japan, were hesitant at first about implementing JI-
DOKA [42]. Even the use of Andon-systems, which notify the correct person of the shutdown can only reduce
but not eliminate those negative effects. The next step is to make the data available to the operator, in order to
assist the search for the source of the defective machine. Industry 4.0 can act as a key enabler [s1]. In addition
to its technological side, cyber—physical systems offer multimodal interfaces for more effective human-machine
collaboration. It is part of the Industry 4.0 networking concept, production and people as entities, participat-
ing in value creation. Another step further consists in directly pointing out the possible source of the problem.
An ideal goal is the design of a self-regulating machine, which is able to adapt to different circumstances and
prevent the need of stopping the machine. Although there are some limitations to identify the cause of defec-
tive parts in all cases, it should be possible to be able to at least better predict whether a part is likely to break.
Although the target range and probeability distributions for the corresponding measured values can be specified
for each sensor, the evaluation of sensor data due to networked conditional probabilities creates a high degree of
complexity, which quickly overtaxes even experienced employees in the evaluation. Incorrect evaluations and
time delays are often the result. In this respect, supporting a system that automatically performs the task of

pre-assessing the overall situation for the human as a result of the interaction of the individual measured val-
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ues can be of considerable benefit. Decision networks, which quickly and efficiently calculate the conditional
probabilities of the interconnection of random variables, can be an effective tool to this aim. However, even
this approach faces limitations due to the computational power required and leads to delays in feedback to the
worker. Quantum simulations shows relevant advantages to accelerate this feedback significantly [58]. Hence
the interest in studying the possibilities of quantum computing to implement the described JIDOKA method-
ology more efficiently and responsively. In sum, the growing possibilities of combining lean manufacturing and
Industry 4.0 and their associated benefits have been posed by many studies [48—52], whereas the rapid evolu-
tion of technological advancements opens new fields of applications. Previous works have shown that JIDOKA
benefits from some Industry 4.0 technologies such as CPS, connectivity, and operator wearable systems [11],
and recently to improve process monitoring in order to predict quality defects. An important aspect in the
implementation of JIDOKA is the operator, as the system only works through the cooperation of both [107].
Efficient Bayesian network computing algorithms can help firms to adopt JIDOKA or automation with hu-
man touch” approach, not only improving the efficiency of the manufacturing process but also making possible
ahuman-machine cooperation system. In this context, we propose the integration of quantum computing and
JIDOKA to simulate the intricate monitoring sensor network within a machine. This quantum simulation of

the machine sensor network is a quantum digital twin.

THIS QUANTUM DIGITAL TWIN IS EXPECTED TO ALLOW THE APPLICATION OF REAL-TIME JIDOKA 1N
THE MANUFACTURING PROCESSES. Since this Chapter is oriented to Industry 4.0 users and we want to give it
an eminently experimental and practice-oriented character, we prefer to focus on the core of the problem and
thus spare the reader from lengthy theoretical explanations on the design of quantum simulations. In refer-
ences [88, 89, 108, 109], interested readers can find resutls in which the authors show both the theoretical and
practical principles of how to transform decision networks with conditional probabilities into their counterpart

quantum circuits.

THE REMAINDER IS ORGANIZED AS FOLLOWS: in Section 5.1 the case study chosen to test our hypothesis is
introduced: we describe the structure and interaction of the overall system with our quantum digital twin and
establish the scope in Section 5.2. In Section 5.2.1 and Section s5.2.2 the specific hardware and software are
presented, followed by the description of the data collection components of the setup in Section 5.3. Results
of our study are summarized in Section 5.4. Finally, further aspects are discussed in Section 5.5, where we also

draw the main conclusions, limitations, and future applications of our research.
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5.1 Caste StupYy. QuanTUM JIDOKA

OUR INITIAL HYPOTHESIS IS THAT WE CAN MODEL THE INTERNAL SENSOR NETWORK OF A MACHINE
WITH QUANTUM SIMULATIONS that show better performance than classical models based on decision net-
works. To quantitatively test this hypothesis, as a first step to evaluate the effect of the integration of quantum
simulations in I4.0 environments, a case study is used. In this case study, we are going to generate a digital quan-
tum twin to provide the 4.0 operator with a shopfloor management tool that allows him to visualize the status

of the machine in real time, as shown schematically in Figure 5.1.

WE INTEGRATED THE PROPOSED SOLUTION IN A FACTORY and tested it for 12 weeks. However, for privacy
reasons imposed by the process owner, the data related to the process in question cannot be disclosed. For this
reason a dummy dataset is presented to show the functionality of the solution, as well as to ensure reproducibil-
ity to interested scholars or industrialists. The state of the machine in question is measured by 5 sensors: two of
them sense the rotational speed of two motors that, in turn, drive two drills that make two holes whose diameter
is measured by other two sensors, whose relative position determines the quality of the final product measured
by a fifth sensor. As argued by Byrd and Turner [110], a single case study can be seen as the only possible
building block in the process of developing the validity and reliability of the proposed hypothesis. Following
the recommendations of Eisenhardt [99], a clear case study road-map is followed for each one of them. This
road-map has several phases: (1) Section 5.2, scope establishment, (2) Section s5.2.1, specification of hardware,
(3) Section s5.2.2, specification of software, (4) Section 5.3, data collection, and (5) Section 5.3.1, quantum

digital twin.

5.2 SCOPE ESTABLISHMENT

The use of quantum computers in the implementation of larger decision networks and their use in a JIDOKA
environment should open up the possibility of performing high-performance analysis in larger sensor networks.

The objective of this case study is to generate a low-cost quantum digital twin that represents the statistical
dependencies between five sensors positioned on a computer numerical control processing machine that mea-
sure parameters relevant to the quality of the manufactured product. For this purpose, we will install a quantum
circuit in a low-cost component, which simulates the statistical dependencies derived from the value-creation
process inside the machine. This component will receive data from the machine through a radio frequency
identification (RFID) device and will compute the state of the machine in real time, generating a visualization

that will allow the process owner to understand it. This interface will resemble a conditioning monitoring and
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Figure s.1: Scheme of our Quantum Jidoka case study: the digital quantum twin to provide the 4.0 opera-
tor with a shopfloor management tool that allows him to visualize the status of the machine in real time. (A)
CNN-machine and schematic sensor network within. (B) Schematic product drawing. (C) Quantum JIDOKA
creation process.

will allow for a preventive operational lean shopfloor management.

The implementation of a quantum computer simulation on a Turing machine is certainly accompanied
by limitations, which are reflected in the performance and low number of manageable measured values. Nev-
ertheless, the setup chosen here allows a feasibility study and can serve as a basis for later scaling when used in a

real system environment and with the use of adequate quantum computers.

5.2.1 HARDWARE

The proposed equipment has a low-cost standard configuration and the components can be easily available on
the market. This design was consciously chosen for two reasons: on the one hand reliability is increased as the
compounds are well proven, on the other hand an adequate stock of spare parts can be stored to ensure the
continuous operation of the process at a very low cost.

The necessary hardware needed to build the smart IoT sensor prototype is shown in Figure 5.2:

* Raspberry Pi 4.0. The Raspberry Pi 4.0 is a high-performance 64-bit quad-core processor, up to 8 GB of
RAM, dual-band 2.4/5.0 GHz wireless local area network (LAN), Bluetooth 5.0, Gigabit Ethernet, USB
3.0, and a sense HAT add-on which is attached on top of the Raspberry Pi via the 40 general-purpose

input or output pins (which provide the data and power interface). It has several sensors and an 8 X
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Figure 5.2: Hardware configuration of Quantum JIDOKA. RFID LEDs Raspberry Pi Visualization Hat—
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8 RGB (Red-Green-Blue) LED matrix display that can be used to visualize sensor states for multiple
applications [111-114]. In the proposed design, the critical component, because of its value and relative
complexity is the Raspberry Pi CPU. In the factory in question there are about two hundred CPUs of
this type, and the annual failure rate, including human-caused failures, is 1%. This is acceptable and

within standard maintenance parameters.

* RCs22 RFID module. The RCs22 RFIDisa 13.56 MHz RFID module that is based on the MFRCs 2.2
controller from NXP semiconductors. Its operating voltage lies between 2.5 V to 3.3 V. It allows for
serial peripheral interface (SPI), inter-integrated circuit (I*C) and universal asynchronous receiver and
transmitter (UART) communication protocols. Its maximum data rate is 10 Mbps with a read range
of 5 cm and a current consumption of 13 to 26 mA. These characteristics are optimal for a number of

industrial and educational applications [115, 116].

* Set of cables, light-emitting diodes (LEDs), resistors, and test plates. An LED is a two-lead semiconduc-
tor light source, which emits light when activated. The LEDs used present a forward current of 30 mA
and a forward voltage range between 1.8 V and 2.4 V. A resistor is a passive electronic component that
offers a specific amount of electrical resistance to the flow of current when connected in a circuit. The re-

sistors used in this project are standard 1 kQ.

The Raspberry Pi is connected to the RFID card and the two red and green LEDs show the status of the

connection. The electrical resistance allows for a proper functioning of the elements.

5.2.2 SOFTWARE

The quantum digital twin circuits presented in Section 5.3.1 were simulated on gzskit tool, a Python—based
quantum computing platform developed by IBM [100], and the code and additional results can be accessed in
this Open Access Repository: https://osf.i0/24jrm/?view_only=a10d2e001e114807854b994616f8d4cf.
We will analyze the data obtained in Section 5.3, evaluate these results in Section 5.4, and discuss the results

obtained in Section s.5.

5.3 DatA COLLECTION

The data input is realised by means of a radio frequency identification (RFID) module, connected to the serial

peripheral interface bus (SPI) of the Raspberry Pi as presented in Figure 5.2b. This module acts as RFID-
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reader. To simulate a more realistic industrial process, we set up a data transfer by RFID consisting of the

following components:
* An RFID-writer, connected to the sensors of the computer numerical control machine in Figure 5.1;
* The RFID-reader as described in Figure 5.2;

* A small machine that is physically rotating an RFID-card around a motor-driven axis, as shown in Fig-

ure 5.3, and by this transferring datasets from the writer to the reader.

One transfer process consists of one revolution of the RFID-card around the axis. Per revolution, one
dataset is transferred. Each dataset consists of one measured value per sensor, as well as a time stamp and a
quality assessment in the form of “ok” or “not ok” information. The process starts with the RFID-card in reach
for the RFID-writer. Here, one dataset from the computer numerical control machine is written to the RFID-
Tag. After that, the card is rotating around the motor axis. With a 180 degree rotation, the card comes into
reach of the RFID reader. Here, the dataset is read from the RFID card, split into its components, entered into

one list per sensor on the Raspberry Pi, and thereby made available on the digital twin.

RFID-Writer RFID-Reader

Figure s5.3: Hardware detail. RFID data -collection.

5.3.1 QuUANTUM DigITaL TwiN

The quantum digital twin circuit that resembles the sensor network in the computer numerical control machine
of Figure 5.1 is shown in Figure 5.4. Following the recommendations from [58, 92], we build the quantum
digital twin with a number of qubits equal to the number of sensors and one ancilla qubit that serves to perform
the appropriate rotations, giving a total of 6 qubits in this case. In addition, as we have previously indicated
in [89], after the proper qubit initialization, we perform a series of qubit rotation operations that allow us to
simulate the conditional probabilities between the respective sensors. The interested reader can inspect several

examples for several qubit configurations in these application examples from [88, 108, 109].
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Figure 5.4: Quantum digital twin for the sensor network shown in Figure s.1.

The factory in which this project was carried out has a workforce with a basic education, which is why man-
agement has to look for intuitive solutions to visualize the state of the value creation processes so that workers
can understand them and act on them. To this end, a visualization based on the logic of traffic lights, known
to all workers, is used: green and red mean that the machine is operating within or outside specifications, re-
spectively, while yellow shows a situation of caution as the machine is operating at the limit of specifications.
The display of the state of the last qubit is performed by means of a sense HAT that presents a linear colour
degradation given by the expression RGB255 - [||(1lg:) 1>, [|(0lg:)||*), 0], = 0, . . ., 5. This yields naturally to
a green colour RGBJ0, 255, 0] if the probability of the last qubit of the circuit P(gs = [0)) = ||{0lgs)|* = 1
and a red colour RGB[255, 0, 0] if the P(g5 = 1)) = ||(1|¢s)||* = 1 which is the standard traffic-light colour

code in the shopfloor: green, yellow, and red.

5.4 RESULTS

THE RESULTS OBTAINED BY THE SIMULATION OF THE DIGITAL QUANTUM TWIN can be represented in the
form of a bar chart representing the quantum state probabilities of the quantum circuit, as shown in Figure s.5a.
However, this visualization is not intuitive and, therefore, has little chance of being interpreted satisfactorily by
the process owner in an Industry 4.0 environment. Without this visual interpretation of the machine status,

it is not possible to successfully perform a proper shopfloor management. For this reason, we have added an
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8 x 8 RGB LED matrix display that allows a quick and intuitive visualization of the total state of the wave
equation of the quantum circuit. This is exemplary shown in Figure s.5b, which represent the sum of the 32
qubit combinations P(g5s = |0)) given by P(gs = [0)) = [(0]gs)||* = 0.25, hence delivering a reddish
visualization equivalent to RGB[191, 64, 0].

To verify that the result is correct, we proceed to design the equivalent Bayesian network to the digital
quantum twin [58] represented in Figure 5.6. The error percentage found when comparing both quantum
digital twin and the classical Bayesian network is less than 2%, which is acceptable in the context of quantum
simulations. The computation time of the equivalent Bayesian network doubles the quantum digital twin com-

putational performance, which is a pre-requisite for the implementation to be carried out in real time.

5.5 SUMMARY

In the initial situation, before starting the project, manual quality control was performed on 1% of the parts.
The initial proposal of the process owner was to perform a condition monitoring of each of the sensors and
aggregate this information by means of a digital twin with machine learning methods, which would reduce the
cost of personnel associated with quality control. However, it would be difficult to integrate this into the pro-
duction process due to two reasons: on the one hand, the lack of knowledge of these methods by the operators,
and, on the other hand, the computational cost of performing calculations by classical methods (Bayesian net-
works) that do not allow integration in the production. Our quantum digital twin allows to obtain the two
advantages: to obtain the information on the product quality in the form of an intuitive visualization for the
operator in real time and at low cost. The integration of the quantum digital twin has meant a reduction in the
costs associated with quality control, as well as doubling the mean-time-between-failures associated with the
computer numerical control machine as the speed of reaction of the operator in case of error is increased.

In this Chapter, we have successfully tested the integration of a digital quantum twin by means of quantum
simulations on a conventional machine to enable a visualization of its systemic state in an Industry 4.0 environ-
ment. With the case study, we have achieved the much desired integration of quantum computing logic in
industrial environments and opened a field of exploration that will allow, once emulated, managers of value
creation processes to use these algorithms in a clean and simple way. Digital quantum twins is much more than
just software for reaching the same goal in a slightly better way. Instead, it does not develop in isolation, but the
socio-technical system enables the development, diffusion and use of technologies. Digital quantum twins nec-
essarily change processes and the way in which people work. With this Chapter, we have generated a bridge, so

far non-existent in practice, between the world of quantum simulation and industrial environments. We have
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Figure 5.5: Quantum digital twin state probabilities and shopfloor visualization. (a) Quantum digital twin
state probabilities. (b) Quantum digital twin sense HAT shopfloor visualization P(gs = [0)) = ||(0|gs)
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Equivalent Bayesian Network

q5(0) in Quantum Digital Twin is 0.24 in Equivalent Bayesian Network is 0.25.
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Figure 5.6: Equivalent Bayesian network to the quantum digital twin shown in Figure 5.4.

99



also confirmed the validity of the results by demonstrating that the quantum digital twin yields the same values
as those obtained with traditional simulation methods, such as Bayesian networks.

We have integrated a quantum simulation that allows on the one hand to monitor the state of a sensor
network inside the machine and on the other, through an intuitive traffic light visualization, shopfloor man-
agement system, to empower the process owner to benefit from the quantum digital twin results without any
quantum knowledge. This means that our proposal has the potential to be widely applied in practice since it
requires neither a high investment, nor a redesign of its components, nor a specific knowledge of quantum sim-
ulation principles. From an autonomation view, these characteristics of usability, selective provision of infor-
mation, user acceptance, and profitability could result not only in better human-machine cooperation systems,
but also may lead to changes in the range, depth, and content of tasks.

The objective of this Chapter was the practical application of quantum simulation in a real environment.
For this purpose, we present a real implementation of a prototype connected to a computer numerical control
machine in industrial use. Nevertheless, the proposal has some limitations. Quantum computers constitute
a huge investment due to the required physical functioning conditions. Currently, quantum computing is
available either using external free resources as IBM giskit, the one used in the prototype that has a limit of 30-
qubits, or through rental of proprietary equipment. Escalation to an extensive industrial deployment is neither
expected to imply relevant barriers from the conceptual and technological point of view, nor it affects the design
and logic of the prototype. Should the company hire a more powerful quantum computer, it would not affect
the prototype functioning. The extra qubits would allow to compute Bayesian networks composed of a higher
number of sensors. Computational benefits would then be significantly higher as the increase rate of quantum
computation times with the number of network nodes is much slower than binary logic computers. However,
challenges remain in structuring the condition monitoring ofter, due to the different domains of application,

the characteristics of the existing information, and the final goal of the monitoring activities.
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Improvement of Quantum Approximate
Optimization Algorithm for Max—Cut

Problems

The objective of this Chapter is to study the optimal partitioning of value stream networks into two classes so
that the number of connections between them is maximized. Such kind of problems are frequently found in the
design of different systems such as communication network configuration, and industrial applications in which
certain topological characteristics enhance value—stream network resilience. The main interest is to improve
the Max—Cut algorithm proposed in the quantum approximate optimization approach (QAOA), looking to
promote a more efficient implementation than those already published. A discussion regardinglinked problems

as well as further research questions are also reviewed.
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6.1 INTRODUCTION

Value chains linked to Industry 4.0 (I4.0) involve complex cyber-physical networks in which information is pro-
cessed efficiently by humans and machines to deliver the desired product to a customer [17, 117, 118]. I4.0and
the Industrial Internet of Things (IIoT) both describe further emerging landscapes for an integrated human-
machine interaction [119, 120]. Together, the two concepts are grounded in intelligent, interconnected cyber—
physical manufacturing systems that are fully equipped and capable of controlling the process flow of industrial
production.

In the realm of IToT I4.0 manufacturing, I4.0 vision has advanced the notions of smart fabrication and
smart factory by augmenting all assets with sensor—based connectivity [121]. These intelligent sensors generate
a large amount of manufacturing data that helps to create digital twins as support for a live mirror of physical
processes [122, 123]. The ambition is to capture process variability within this approach, with the capability to
process all relevant information by analyzing big data in cloud computation so that manufacturers are able to
find bottlenecks in manufacturing processes, identify the causes and impacts of problems in such a way that the
effective application of measures is useful for both product design and manufacturing engineering, including
maintenance, repair and overhaul [124].

Quantum near—term simulations in classical computers have been recently used to solve different applica-
tions, including Industry 4.0 challenges such as the modelling of organizational decision networks as quantum
circuits [89]. In this work, with the help of quantum simulations, a new solution for the combinatorial opti-
mization problem is proposed, which can be applied to a wide range of applications including in the Industry
4.0 environment. It consists in finding the “optimal” partitioning of a value chain into two classes, such that
the number of connections between them is maximized. Direct applications are linked to introduce flexibil-
ity in value chain models by enabling extra resilience to it, no matter whether the related processes are logistics
or production related ones. Solving this industrial process design problem potentially allows maximizing the
interaction between the elements of the value chain and thus maximizes its productivity [125, 126]. Other ap-
plications can be connected to the Narrowband Internet of Things (NB-IoT) technology. NB-IoT is a cellular
radio—based access protocol specified by 3 GPP to tackle the quickly growing market for low—power wide—area
connectivity significantly targeting mobile use cases. To realize the global outreach and broad adoption of NB-
IoT services, mobile network operators (MNOs) need to guarantee end-to-end devices and services across sev-
eral vendors connected to the deployed NB-IoT systems, and that the data transport capacity and connection

modes are well understood. In this context, efficient dynamic partitions depending on the low power network
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available are relevant for providing a robust integrative configuration with limited transport overhead.

A solution to these problems can be formulated in terms of a combinatorial optimization approach, which
involves finding an optimal object out of a finite set of objects. In this particular case, it involves finding “op-
timal” bitstrings composed of o’s and 1’s among a finite set of bitstrings. Such bitstring represents a partition
of nodes of a graph into two sets, such that the number of edges between the sets is maximum. Each of the sets
represents the allocation of nodes in the value stream network or nodes in the IoT system to specific managerial
structures giving a maximal flexibility by providing the highest degree of connectivity.

This optimization challenge is already known as the Max—Cut problem, and it is one of the most studied
combinatorial optimization problems because of its wide range of applications and because of its connections
with other fields of discrete mathematics [127]. Different solutions have been proposed for the Max—Cut type
of problems, as it belongs to the so-called NP-hard complexity class problems, where no known algorithms are
able to solve NP-hard problems in polynomial time and thus exact methods rapidly become intractable. Such
solutions include search-based algorithms [128], Machine Learning alternatives, as well as Recurrent Neural
Networks and Reinforcement Learning [129].

Quantum approaches were also proposed with a quantum approximate optimization algorithm (QAOA)
by [1]. The QAOA belongs to the class of hybrid algorithms and requires, in addition to the execution of
shallow quantum circuits, a classical optimization process to improve the quantum circuit itself. The QAOA is
an algorithm that uses unitary transformations U(§;, 7,), depends on two parameters £, and y,, and is arranged

in alternating blocks a number p of times (7 € {1,. .., p}) given by

—

V(. 7)) = UBIUG,)--UBIU,) 1¥,) (6.1)

p times

where [/,)) is a suitable state and parameters Z Y eR
The goal of the algorithm is to find the combination of parameters that allows a quantum state | %(ﬂg ot Vop y.))
to yield the optimal solution [130]. This heuristic algorithm produces then a bit string x € {0,1}” that with

high probability is expected to give a good approximation of the theoretical solution. The algorithm follows a

- —
classical optimization scheme: first prepares a parameterized quantum state |/ 8, ¥)) (called the ansatz), then

computes the parameters ([80 o0 Vop ¥,) such that the expectation value of the quantum state is given by
Ey= (W8, 7) Hyl¥(£.7)) (6.2)
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is maximized with respect to the problem Hamiltonian A, and finally performs a classical optimization until

some convergence criterion is reached. An overview of this is shown schematically in Figure 6.1.

— QAOA Circuit Measure Bitstring samples
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Figure 6.1: Quantum Approximate Optimization Algorithm- Overview.

The convergence criterion is in the Max—Cut cost function given by

n

Clx) =D x(1—x), (6.3)

ij=1

which can be mapped to a Hamiltonian that is diagonal in the computational basis by

H= Y C)x) ), (6.4)

x€{0,1}"

0
inwhichx € {0, 1}” labels the computational basis states |«) € C*". The expansion of Z; = Pauli—
0 -1

Z operators can be obtained from the canonical expansion of C(x) by substitution of every variable x; € {0,1}
by the matrix § (1 — Z,).

As indicated in the abstract, this paper aims to show that the already suggested approximate solution can be
improved. The proposal for an alternative quantum algorithm configuration improves the existing solutions up
to thirty nodes. The optimization algorithm proposed in Farhi etal. [1] promotes a specific sequence of unitary
operators, which means an effective expression for the Hamiltonian. Finally, such a sequence of transformations
will perform difterently when the size of the circuit evolves. Our approach can be understood in the end as a
proposal for a different sequence of unitary operators, providing a different configuration for the Hamiltonian.
Then, what it is claimed is that our algorithm (our effective expression for the Hamiltonian) performs much

better than the existing one.
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The solution is implemented in a simulated quantum hardware environment, however there are already
studies showing the time and noise effects over these algorithms when implemented in real hardware [131].

We structure the rest of the work hereinafter as follows: Section 6.2 outlines the modified architecture
in a reasoned manner. Then, Section 6.3 presents the results of the algorithm as compared with the analyti-
cal solution, which for when [¢(8, _—a Pf)> is not too deep can be computed classically, and the results previ-
ously obtained by [1]. Finally, Section 6.4 briefly discuss the obtained results, outlines future lines of research,

and presents limitations in the presented work.

6.2 MobiriEp QAOA

In this section, we present the results of the algorithm applied to a value stream network of n = 1o nodes.
The complete results for other configurations are available in open access in [132].
We start by representing in Figure 6.2 the value stream network as a graph G = {n, e} of n = 10 unlabeled

nodes and e = 13 edges.

Figure 6.2: Value stream network with n = 1o nodes.

If the graph coincides with the connectivity of our logical network (either IoT topology or value stream
network), the cost function C(x) coincides with the hamiltonian / used to generate the state.

For a shallow approximation with p=1, the analytical solution for the expectation value is given by

1(8y) = nlHly) (6:5)

Combining Equations (6.3) and (6.4), the Hamiltonian /A makes use of the expectation value to measure

the edges individually:
Falrn) = 5 D10 ~ 220l (7. 6) (6.6
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There are two types of edges: those that connect a node with degree one (A), and those that connect a node
with degree three (B). For the A—class edges, an example of the encoding of the optimization function between

nodes (o) and (1) is given by

2fs = 1= (+|Un (1) U () Us(7) X0 (£, (8) 202X X, B UL ) UL (VUL I+ (67)
and for the B—class edges, the encoding of the optimization function between nodes (1) and (2) is given by

2fp =1 — (+>|Uni (y) Una () Un3 () X1 (B) X2 (8) 212,

X[ (8)X5(8) () U, () Ubs () UL, () |[+2)

(6.8)

inwhich[4+7) =" . 0.1} \/% |x) prepares for an equal superposition state followed by a sequence of parametrized
unitary operations. As shown in Equations (6.7) and (6.8) these unitary operations are a combination of
parametrized Hamiltonian cost Uc(y) = ¢~ 7H¢ and mixer layers Ups(8) = ¢ #H4. The subindexes in the
unitary operations indicate the nodes on which the operators act upon.

In our case n=10, there are two A—class edges and eleven B—class edges. This yields Equation (6.9), which
is depicted in Figure 6.3 which shows the periodicity in both parameters and exhibits a highly nonlinear be-

haviour.Farhi et al. [1] proposed QAOA with the structure represented in Figure 6.4.

B (8,7) = 2£4 (B,7) + 11f5 (B,y) = [sin(4y) sin(4B) + sin*(28) sin®(27)]

1 1 (6.9)
+E 1 — sin®(28) sin*(2y) cos®(4y) — " sin(48) sin(4y) (1 + cos*(4y))

Such an algorithm starts by preparing the system in superposition with a Hadamard gate on all qubits.
Next, a rotation of 2y is applied to each of the edges if both are in state |11). This conditional rotation has the

form given by

1 00 0
01 0 0

Cy(2y) = . (6.10)
001 0
0 0 0 e 2

This allows the algorithm to be applied when both qubits are in state |1) simultaneously. A quantum phase

107



2.00

F1(B.y)

Figure 6.3: Analytic solution for p = 1 and value stream network configuration from Figure 6.2

correction of  is then applied to each of the nodes joined by each edge. This rotation has the form given by

() = : (6.11)

Such configuration allows the previous rotation to be neutralized when the two qubits are in state |11).
The result of these two operations allows a rotation of y to be applied to all nodes as long as both communicating
nodes are not simultaneously in state |1).

Finally, a rotation around the X-axis of 23, perpendicular to the computing axis, is applied to all nodes.
This rotation has the form given by

Re(28) = cos 3 —isinf ‘ (6.12)

—7sin(2f) cos(28)

In summary, in [1] the QAOA algorithm applies, after a standard superposition, a quantum phase of y to
every node connected to each other, as long as both are notin state |11), and a rotation around the perpendicular
to the computational axis of 23 to all the nodes.

On the other hand, this paper proposes a novel QAOA approach represented in Figure 6.5.

Analogous to the previous example, our algorithm starts by preparing the system in superposition with
a Hadamard gate on all qubits. We then perform a conditional rotation of y to each node connected to an-

other if the second is in state |1) in both directions. This is done by concatenation of two U3 (%, 0, 0) and
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Figure 6.4: Quantum Approximate Optimization Algorithm—Farhi et al. [1].
=,0, 0) gates given by

and a conditional CX rotation applied to one of the nodes ¢ taking the other ¢; as control given by

1 0
0 0
0 0
0 1

0 0
0 1
1 0
0 0

This method works because when the control gubit |¥y) is in state |0), all we have is U3 (%, 0, 0) followed
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by a U3 (%7, 0, 0) and the effect is trivial. On the other hand, when the control gubit |¥) is in state |1),
the net effect is a controlled rotation U3(y, 0, 0) on the | ¥;) gubit. These rotations are taken in both directions
because our network is not directed. This algorithm is expected to yield better results than the previous one
because the transformations are differential as a function of node state.

Finally, as in the previous algorithm, a rotation around the X-axis of 2, perpendicular to the computing

axis, is applied to all nodes. This rotation has the form given by Equation (6.12).

6.3 RESULTS

In this section, we present the results of the algorithm applied to a logical nondirected network of n = ro nodes.
The quantum simulations presented were simulated on giskit tool, a Python-based quantum computing plat-
form developed by IBM [100], and the code and additional results can be accessed in this Open Access Repos-
itory: [132].

The results confirm our expectations and our proposed QAOA algorithm predicts the analytical results
better for a shallow quantum circuit with p = 1. A summary of the results for different numbers of nodes is
shown in Figure 6.6. In Table 6.1 we represent the comparison of the analytical solution curve and the respective

QAOA algorithms. Our solution shows better performance in all metrics.
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Figure 6.6: Quantum Approximate Optimization Algorithm results comparison.

The bit string that delivers the optimal solution is x = {0110011010}, as shown in Figure 6.7. This graph
clearly shows the configuration obtained by the QAOA algorithm presented with two types of nodes repre-

sented in two colors, green {0} and blue {1}.



Analytic vs.
Farhietal. Villalbaetal.

Directed Hausdorff distance 8.22 3.84
Discrete Fréchet distance 10.89 3.84
Dynamic Time Wrapping 28.70 7.13
Partial Curve Mapping 1.6893 0.3223
Area between two curves 1.2744 0.3642
Curve-Length distance metric ~ 141.21 26.23

Table 6.1: Quantum Approximate Optimization Algorithm: results comparison for different mea-
sures for identifying curve similarity. [2]

Figure 6.7: Value stream network clustering with Quantum Approximate Optimization Algorithm.

6.4 DiscussioN, FUTURE LINES OF RESEARCH, AND LIMITATIONS

The analysis of the solution presented in Table 6.1 shows to what end the quality of the solution found improves
the previous one, which justifies the spent effort in considering smarter quantum circuits for the operation of
the QAOA algorithm since there is not exist a universal strategy that works across a broad range of optimization
problems. Based on the proposal made, the benefit of the algorithm proposed is evident against other existing
algorithms, at least in the case of p = 1. As a consequence, value—stream network design challenges can be
better understood with the aid of this quantum optimization algorithm. More research is needed to analyze
the evolution of potential benefits when the number of transformation blocks grows up. Indeed, resources
and performance figures are also needed to get the whole perspective. The network topology can be modified,
however, if classes for the number of links per node are extended, then a new formulation for the cost function
introduced in Equation (6.9) is required.

Future research lines will involve the implementation of this new proposal for quantum circuits in physical

quantum computers, to analyze both the performance and the stability against noise, not only for p = 1 but



also when the transformation blocks are increased. Moreover, since two-qubit gates (e.g., CNOT gates) are
significantly more erroneous than single qubit gates, the proposal of smarter circuits with reduced number of
two-qubit gates, such as the optimization proposed by [131], is an area of interest.

Because of the problem formulation, the network was defined and just the link of nodes with different
managerial classes was the goal. However, it could be possible to reverse the problem and start from the node
type distribution and look to connect those nodes with a number of edges optimizing the imputation rules
between them.

Some limitations can be found regarding the applicability to real cases, because the existence of extra con-
straints applicable to nodes or edges. Therefore, additional aspects related to penalty terms when formulation
of the C(x) function could be a potential workaround. Following this line, another relevant research area is
to extend the current formulation for the Max—Cut problem to the Max—k-Cut one, in line with the recent
analysis provided by [133]. Although we have obtained satisfactory results with p = 1, we can expect a better
approximation for a larger number of qubits if we increase the p parameter. This would, however, entail ad-
ditional relative difficulties in factoring the Hamiltonian in the adiabatic hypothesis that may be problematic

in practice.
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Conclusions, Final remarks, and Other lines of

research

7.1  CONCLUSIONS

There can be little doubt that the world we face in the coming years will become increasingly complex. The
product market will experience mass customization in which customers will demand increasingly specific and
customized solutions. Organizations hoping to succeed in this increasingly atomized market will necessarily
have to be able to manage the complexity associated with this reality. To do so, they will need to develop processes
that can efficiently and effectively compute complexity. These value creation processes will necessarily have to
be supported by an organizational design that empowers the achievement of this strategic objective.

C.1 - This work has demonstrated that quantum computing applied to the strategic organizational design
can help to understand and quantify complex phenomena associated with decision making in probabilistic low
certainty environments. We have therefore called this concept Quantum Strategic Organizational Design.

The objectives outlined in section 1.3 have been all successfully achieved:

* Or1and O2.

To begin with, in Chapter 2 on Quantum Strategic Organizational Design, we have offered a series of
strategic organizational design principles using the fundamentals of quantum computing that allow
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Bayesian decision networks to be described as quantum circuits. By means of an illustrative and quan-
tified example, in section 2.3, we offer the reader a simple application of these concepts so that they can
be replicated for other more complex configurations in the future.

After outlining the fundamentals of Quantum Strategic Organizational Design and showing an illustra-
tive example, in Chapter 3, we provide a multidimensional view of Quantum Strategic Organizational
Design. To do so, we show how different overlapping organizational layers shown in Figure 1.1 can be
aggregated into hierarchies through the application of quantum circuits in two different manners: by
adding additional qubits to the upper layers with the lower level alignment probabilities or by inserting
the lower level alignment probabilities in the initialization of the upper ones. The integration of in-
formation between circuits operating at different layers has been successfully analyzed. This procedure
makes it possible to exploit the advantages associated with quantum computation while preserving or
not, depending on the application, the expected linearity of other well-known classical computational
methods such as multilayered Bayesian networks.

03.

In Chapter 4 we demonstrated that the application of Quantum Strategic Organizational Design prin-
ciples allows to improve the performance of classical genetic algorithms [53] in terms of understanding
the alignment conditions required for different simple Quantum Strategic Organizational Design con-
figurations. At this point it is relevant to emphasize that presenting these simple configurations does not
imply a loss of generality, since the application of the results of Chapter 3 allows to add these configura-
tions to others of higher complexity. These configurations have been chosen because they represent the
basic motifs of two and three nodes which, combined with the concepts outlined in Chapter 3, can be
used to generate any network configuration desired.

The conclusions from these cases can be summarized as follows:
Case one reports to one:
— Ca2.1 - To add hierarchy levels to strategic design models of organizations, it is necessary to ensure
the asymptotic stability of the lower agents before implementing a stable aggregation.

— C2.2 — The interaction of two process owners reveals an energy interchange that oscillates with
more or less amplitude depending on certain parameters — the conditional alignment probabili-
ties.

Case two report to one:
— C3s.1 - The alignment probability of a boss can never be greater than the average of the alignment

probability of his two subordinates.

— C3.2 - Increasing the average probability of alignment of the lower nodes, increases the proba-
bility of alignment of the upper node.

— C3.3 - The addition of a new node reporting to the superior node adds stability to the set.
Case one reports to two:

— C4.1 - If the two bosses do not communicate with each other, the subordinate will never be able
to serve them in such a way that both are simultaneously in alignment. It doesn’t matter what she
does.

— C4.2 - In case the two superior agents do not communicate between them, their joint alignment
is always around the point of equilibrium, which is the probability given by the chance.

— C4.3 - Only a strong alignment probability at lower reporting levels enables alignment at higher
levels. We have shown that this threshold is set by 90%.
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— Cs.1 - High levels of alignment in both reporting agents A and B do not imply a high level of
alignment of node C. This confirms C4.3.

— Cs.2 — The interaction between the superior agents B and C becomes manifest when the align-
ment probability of A is fixed at values higher than 9o%.

* Og4.

As a culmination of our research, we have implemented the theoretical development based on quantum
principles in an industrial device that allows to discern in real time the need to modify a production pro-
cess due to the presence of deviations from the norm. We have also created an interface for production
operators to allow the interpretation of the results of quantum computation in an intuitive way.

The conclusions from this case can be summarized as follows:

— C6.1 - We have successfully tested the integration of a digital quantum twin by means of quantum
simulations on a conventional machine to enable a visualization of its systemic state in an Industry
4.0 environment.

7.2 FINAL REMARKS

Some conditions and influences that present restrictions in the design and methodology may represent limita-
tions to the results obtained in this work:

* Due to the restricted availability of real quantum machines, this research has made extensive use of quan-
tum circuit simulations on classical computers. In order to minimize the effect of this fact, we have ex-
ecuted repeated simulations of the circuits on the Qiskit simulator. We’ve set the number of repeats of
the circuit to be 1024, which is the default.

* Furthermore, the lack of quantum knowledge by the organizational leaders might set a potential high
threshold on acceptance of the presented Quantum Strategic Organizational Design concepts.
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